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In this work we comparatively present and evalukifierent prediction techniques used to anticipatd
prefetch web pages and files accessed via browBeesgoal is to reduce the delays necessary totlwad
web pages and files visited by the users. We hagkided into our analysis Markov chains, Hidden
Markov Models and graph algorithms. We have enhhmadlehese predictors with confidence mechanism
which classifies dynamically web pages as predietab unpredictable. A prediction is generated dhly
the confidence counter attached to the current page is in a predictable state, improving thus the
accuracy. Based on the results we have also declafpybrid predictor consisting in a Hidden Markov
Model and a graph-based predictor. The experimgmbsv that this hybrid predictor provides the best
prediction accuracies, an average of 85.45% ori@icean Group Research” dataset from the University
of Boston and 87.28% on the dataset collected fitmeneducational web server of our university, being
thus the most appropriate to efficiently predicd amefetch web pages.
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1 Introduction

Nowadays the access to the Internet becomes mevalpnt worldwide and often there are requests for
higher bandwidths. According with Yahoo [2], tod&lyere are over 130 million Web servers and the
Web is the largest data repository (estimated Hillion pages). By the end of 2011 the Internailo
Data Corporation predicted that the amount of iméation in the world will exceed 1.8 zettabyte&)2
The amount of archived web pages exceeds two pgeml#”) and it increases at a rate of 20 terabytes
(2% each month. These statistics are expressed ém wibrds by Eric Schmidt, the executive chairman
of Google, namely, the digital world “now produaes much information in two days as it did all the
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way along from the dawn of man up to the year 2q@3]. Also, current economic companies rely on
technology and Internet communications, and infdionacame to travel and appear at a fantastic rate.
However, only a small part of the information coys® is relevant to the user at a time. Therefore,
creating a user profile based on recent histomjsifed pages can reduce waiting times.

Clients are frequently confronted with delays icessing web pages, especially those ones that are
limited by low-bandwidth modems or wireless routdvkany latency-tolerant techniques have been
developed during the last years, the most impotiairtg caching and prefetching. Caching explois th
temporal locality principle by keeping the accesgedies and files in a cache structure, whereas
prefetching anticipates the next accesses and thadsorresponding web pages or files into the €ach
If the user accesses a web page or a file whielagable in the cache, the browser can load haouit
any delays. Thus, when the users have long browsisgions, prediction-based prefetching can be
very effective by minimizing the access latencies.

In this paper we analyze comparatively differenbvpage prediction techniques based on Markov
chains, Hidden Markov Models (HMM) and graphs, afl them enhanced with a confidence
mechanism. We propose also a hybrid predictor.gemeeral applicability of the techniques considered
confers a greater portability to our methods. Wealeate the mentioned predictors in terms of
prediction accuracy. The goal is to find the mggtrapriate prediction technique for anticipatinglan
prefetching web pages and to integrate it as aneidn into browsers.

The organization of the rest of this paper is d®vies. In Section 2, we are reviewing the related
work in web page prefetching and also in predictidgorithms. Section 3 is describing our proposed
web page predictors. In Section 4 we are presetti@gxperimental results. Conclusions and further
work directions are included in Section 5.

2 Related Work

In our previous works [30, 11] we already impleneehtmulti-layer perceptrons, Markov chains and
HMMs for next location prediction, to anticipateetmovements of employees within an office building
by predicting the next rooms based on the histdryisited rooms. The goal of the research was to
design some smart doorplates that are able totdirgitors to the current location of an office awn
based on a location-tracking system and predi¢héf office owner is coming back soon. These
predictors were evaluated on some movement segeiefceeal persons, acquired from the Smart
Doorplates project developed at the University afigburg [23]. The experimental results showed that
the accuracy in the next location prediction reaalyeto 92%.

In his work [24] Rabiner showed how HMMs can be legabin speech recognition. The author
presented the theory of HMMs from the simplest emte (discrete Markov chains) to the most
sophisticated models (variable duration, continudassity models, etc.). He also illustrated some
applications of the theory of HMMs to simple prabkein speech recognition, and pointed out how the
techniques were applied to more advanced speeognition problems. In [31] we used, among other
metrics, a HMM-based prediction algorithm to evéduide random degrees of some difficult to predict
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branches and we showed that these branches hawsimtandom behavior, being generated by very
complex program structures. In [16] the authorglUdBIMs for semantic-based web page prefetching.
In contrast, we do not use web semantics, we predib pages based only on the history of links,
exploiting pattern repetition. We also use a caiice mechanism in order to increase accuracy.

In [14] the authors proposed a continuous-time Manrodel for web page prediction. They used
Kolmogorov's backward equations to compute thesitaon probabilities and to predict which web
page will be visited by a certain user and whereiTmethod can also estimate the total number of
visits to a web page by all the people at a ceita@rval. Link prediction based on Markov chainssw
presented also in [33, 7, 26]. In [17] the authopleed the Markov model together with the k-nearest
neighbor classifier algorithm to enhance the pemforce of traditional Markov chains in predicting
web pages. He obtained lower consumed memory, gitéar build time and evaluation time and
higher accuracy. In [18, 19] clustering, assocratimles and lower order Markov models were
combined providing an improved prediction accurany state space complexity. Clustering is used to
group homogeneous user sessions, low order Markaing are built on these clustered sessions and
when Markov models cannot make clear predictiors absociation rules are used. The proposed
integrated model has less state complexity andoieraccurate than a higher order Markov model. In
[20] the authors presented a survey of web pagdmarfor web personalization. They concluded that
low order Markov models have higher accuracy ameetocoverage, whereas the higher order models
have a number of limitations associated with: higgtate complexity, reduced coverage and sometimes
even worse prediction accuracy.

Graphs were also used for prediction through sgmeeific algorithms. In [15] Huang explored link
prediction based on graph topology. Hasan addrebskdprediction in social networks by using
supervised learning and classification algorithnehsas decision tree, multi-layer perceptron, suppor
vector machines [13]. His results were reportedBMOBASE and DBLP, two datasets that have
information about different research publicatiom®iology and computer science, respectively. Unlik
Hasan’s work, we have simulated on the “Ocean Giepearch” benchmarks from the University of
Boston (BU) [6] and on the dataset collected frdra educational web server of “Lucian Blaga”
University of Sibiu (LBUS) and our algorithms aretrapplied strictly on social networks but are
useful for predicting any web pages. We have atmmla confidence mechanism in order to increase
accuracy.

Another approach in link prediction of social neti®was proposed in [22]. The author’s solution
aims at predicting links based on weighted proxinmieasures of social networks relying on the
structural properties (topology) of a given networkere are some similarities between our work and
[22], namely: the prediction is based on weightedpgs and we reached the same conclusion that
considering the recently used link can be more @pyate in next page prediction. However, the
calculation of weighted graphs and the data sedsdé#ferent. Also, the solution from [22] has a
particular character being suitable only for oped dynamic online social networks.

In [12] the authors presented a web page predictiethod based on conditional random fields,
used for labeling and segmenting sequential dadadifional random fields have the ability to model
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the dependencies among observations and they saringbrporate various features from observation
sequences to increase the prediction accuracy. Toegluded that conditional random fields
outperformed Markov chains and HMMs but for a greamber of labels their training may become
very expensive and even intractable. Their residts showed that the second order Markov chains and
HMMs are better than the first order ones. In caxditition, our experiments show that the first order
Markov chains and HMMs outperform the second oaters. An explanation for this difference can be
the different data sets, as they ussdbc, whereas we used the BU and LBUS datasets.

In [10] the authors proposed a hybrid web pageiptied method which combines support vector
machines, association rule mining and Markov chamorder to enhance the efficiency. Their
experimental results showed that the proposed thyadictor outperformed the individual predictors.

In [28] the authors presented maigram based model to utilize path profiles of useym very large
web log to predict future requests. They showed tha proposed method achieves a reasonable
balance between precision and applicability.

In [4] the authors proposed a page rank algorithrpredict the next page that will be visited by a
web surfer. For the first set of sessions theyiafdpghe page rank algorithm which provides the sank
for web pages. For each web page their methodrdigtes to which pages the user can navigate and,
using the page ranks, it computes the probabifityigiting them by dividing each rank to the sum of
ranks, and the number of links to the total numtdelinks, respectively. The authors evaluated the
proposed algorithm on the NASA dataset with an emuimprovement from 19.75% to 32.5% and
also on a log file from a commercial web site vdthaccuracy improvement from 74.66% to 77.77%.

In [3] Canali et al. proposed adaptive algorithivet ttombine predictive and social information and
dynamically adjust their parameters according ® dbntinuously changing workload characteristics.
Their experimental results showed that such adapigorithms can achieve performance close to
theoretical ideal algorithms.

Some of the algorithms proposed in the literatuoms@er a training period before making
predictions. The training period can improve orredecrease performance, since, if it is too lohg, i
can involve a high amount of resources. In [9] shehors analyzed how this training affects the
prediction accuracy.

In [32] Wan et al. proposed an approach basedwat®r space model, called random indexing, for
the discovery of the intrinsic characteristics @bauser activities. The underlying factors are thsed
for clustering individual user navigational pat®riThe clustering results are used to predict and
prefetch web requests for grouped users.

In [29] Temgire et al. presented a review on webfgiching techniques. The huge variety of
prefetching algorithms hinder to a certain extdm performance evaluation of new techniques and
their correct comparison with existing methods. reEf@re, in [8] the authors proposed a free
environment for implementation and efficient evéila of prefetching techniques. Their framework
combines real and simulated behavior of web usatsarvers.
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3 Prediction of Web Pages

The general prediction mechanism consists in guatirig future contexts based on current and
previous context information, recovering the corremntext if the speculation fails and updating the
predictor to improve future prediction accuracyediction can be very useful if the availability of
some data in advance allows to reduce waiting tirmagroving thus the efficiency. Obviously, the
prediction must be accurate, because in some apipls a misprediction leads to certain costs due t
the necessity of correct state recovery.

For predicting or anticipating future situationgmee learning techniques like Markov chains,
HMMs, graph algorithms, bayesian networks, timéeseor neural networks are obvious candidates.
The challenge is to adapt such algorithms to wdtk wontext information.

As Figure 1 illustrates, our proposed browser esitean when activated, collects the links accessed
by the user which are then preprocessed: eachslio&dified with a unique number, ports and rekativ
parts are eliminated from links, if there are twansecutive accesses of the same link only one is
considered, links having the extensiagif and .xbm, which are usually small images, are also
eliminated. The browser extension keeps a certatory of the accessed links. When the current link
is accessed, the next link is predicted on thesbafsthe history of the previously visited linkshé&
predicted web page or file is prefetched in thénedan order to be available if the user accesses it

Client

A

Browser Extension

Data
Collector

»| Preprocessor || Predictor »| Prefetcher ||

Figure 1. The structure of the application.

In order to improve the prediction accuracy, thedictor can be enhanced with a confidence
mechanism which consists in saturating countetaclatd to all the links kept in the history, whate
incremented on correct prediction and decrementechisprediction. A prediction is generated only if
the confidence counter of the current link is ipradictable state. A possible confidence automaton
presented in Figure 2.
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Correct Prediction  Correct Prediction  Correct Prediction

Misprediction Correct Prediction
-2 -1 0 1
Unpredictable Unpredictable Predictable Predictable

Misprediction Misprediction Misprediction

Figure 2. Confidence automaton with 4 states: Zediptable and 2 predictable.

By using such a confidence mechanism, the numbpreafictions is lower but the prediction accuracy
is significantly higher.

The next sections tackle with the way of we havepéed Markov chains, HMMs and graph
algorithms to predict and prefetch web pages.

3.1 Markov Predictors

A first order discrete Markov process may be désttiat any time as being in one of a set distinct
statesS={S,, S,, ..., Sy} [24], as illustrated in Figure 3.

Ay o
I = I

831 3

'

33

Figure 3. A Markov chain with 3 states.

The full probabilistic description of a discrete Mav chain requires the specification of the cutren
state as well as all the predecessor states (thentistate in a sequence depends on all the pr®vio
states). For the special case of a discrete, dibér, Markov chain, this probabilistic descriptin
truncated to just the current and the predecedatr &he current state depends only on the prsviou
state): Pg, =S|ty =S, G-p =Sk, --]=Plg, =Sj|ay =S ], where g, is the state at time

Thus, for a first order Markov chain with states, the set of transition probabilities betwsitesS
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and§ is A={a;}, where a; = P[q; :Sj|qt_l =S], 1<i, j< N, having the propertieg; =20 and

N

Za“- =1. For a Markov chain of ord€®, the probabilistic description is truncated to terent and
j=1
R previous states (the current state depend® mrevious states).

The Markov chains can be used to predict the nalktevin a sequence based on a particular stored
pattern. The prediction supposes searching foctmext within the value sequence and determining
which value followed the context with the highestquency, that value being the predicted one. In a
Markov chain of ordeR, the context consists in the l&tvalues of the sequence, and, therefore, the
search is done using this patternRofalues. A transition-table-based implementatioal$® possible,
but it is inefficient for a high number of obsereat symbols. Theoretically, Markov chains can bedus
to predict any stochastic repetitive sequences.

The following example shows the necessity of usimgerior order Markov models. If the sequence
of states is AAABCAAABCAAA, the Markov models of @er 1 and 2 mispredict A, and only a
Markov model of order 3 predicts the next stateoBextly.

In our multi-page prediction approach we prefetitihe pages that appeared in the history after the
considered context. The predictor can be enhand#ld eenfidence mechanism (a prediction is
generated only if the confidence counter of theentrlink is in a predictable state, see Figure 2).

3.2 HMM-Based Predictors

For the prediction of the next accessed web pageonsider HMMs like those developed in [24, 11].

A HMM is a doubly embedded stochastic process withidden stochastic process that can only be
observed through another set of stochastic prosekaé generate the sequence of observable symbols.
A generic HMM is illustrated in Figure 4, wheggis the hidden state at timeO, is the observation at
time t, A is the matrix of transition probabilities betwebidden states, an8 is the matrix of
observation probabilities within each hidden state.

Hidden State Sequence (Q): d; A q, A, a3 A,..._A ar
js js ls lB
Observation Sequence (O): 0, 0, O, ) O,

Figure 4. Hidden Markov Model.

HMM predictors are very powerful adaptive stochastiodels. Our hypothesis is that HMMs could
compensate lack of relevant information through utsderlying stochastic process that is not
observable. A superior order HMM consists of théofeing elements [11]:
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R — the order of HMM (a combination Bfprimitive hidden states form a so called supeie$ta
N — the number of primitive hidden states (beloggito a HMM of order 1), with
S={S,, S;, ..., Syr}being the set of hidden super-states apdl Sthe hidden super-state at

timet. The current super-state determines the transititmthe next one based on a super-state
transition matrix with restrictions [11IN will be varied in order to obtain the optimal velu
M — the number of observable states, wkh={V,,V,, ...,V } the set of observable states

(symbols), andO, the observable state at tirne
A = {a;} - the transition probabilities between the hiddmiper-statesS and S;, where

. R
a; = Plguy = Sj|g, =S1,  1<i,j<N™.
B = {b; (k)} —the probabilities of the observable sta¥gs considering the current hidden super-state
S; . whereb; (k) = P[0, =Vi|g, =S;],1< j<NF, 1<sk<M .

T = {75} — the initial hidden super-state probabilities, véhea; = P[q; =S], 1<i<N R,
The following variables are also defined [11, 24]:

a,()=P(O0,..0, g = $|/l) — the forward variable, representing the probgbitif the partial
observation sequence until timeand hidden stat& at timet, given the modell = (A, B, 71) .

B (i) = P(O44 Ot+2...OT|qt =§, ) — the backward variable, representing the proligbif the
partial observation sequence frdrl to the endl, given the hidden stat§ at timet and the
model A =(A B, n) .

$ (i, ))=P(q =S, Gsg = S; |Ol 0, ... 07, A) —the probability of being in hidden stag at timet,
and in hidden statsj at timet+1, given the model = (A B, 7) and the observation sequence.

¥, (i) =P(q, = 3|O1 O,...0;, A) — the probability of being in hidden sta& at timet, given the
model A = (A B, n) and the observation sequence.

H — the history (the number of observations usetthénprediction process). In [24] and [27] the enti
observation sequence is used in the predictiongs€i=T), but in some practical applications
the observation sequence increases continuousgieftire its limitation is necessary [11].

| — the maximum number of iterations in the adjustt process. Usually the adjustment process ends
when the probability of the ladil observations does not increase anymore, but ftaster
adjustment, the number of iterations is limitediragl1].

The HMM-based prediction algorithm consists infiblowing steps:
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1) T=H (T is the length of the observation sequence);
2) c¢=0 (cis the number of current iteration, its maxm value is given by I);
3) Initialize A =(A,B,n);

4) Computea, (i), B, (), &G, i), (), t=1..T, i=0.,N"-1 j=0,..,NR-1;
5) Adjust the modell = (A, B, n1);
6) c=c+1,;

7) If P(OJA) increases and c<I, go to 4.);

8) At time T, the next observation symbadD;,; is predicted, using the adjusted model
A=(AB,m:
8.1)  choose the current hidden steé8g, by maximizinga; (i), i =0,...,N R-1;
8.2) choose the next hidden stete, by maximizingaTJ- ,

j=@ mod NRY)IN,...,i mod NFHIN+N-1;

8.3)  predict the next symbal, , by maximizingb; (k) , k =0,...,M 1.

Before a prediction, the moddl = (A, B, 77) is randomly initialized, as shown in [11], andeafthat it
is repeatedly adjusted based on thethebservationsO;_y 1,07 _142,..., O (the entire observation
sequence if H=T), in order to increase the probabilty of the oladon sequence
P(Or_ i1 Orpso oo OT|/1). In this work we use the Baum-Welch iterative aipon introduced in [1]
— identical with the Expectation Maximization (EN¥ethod for this particular problem — which

improves iteratively an initial model. The adjustaddel A =(A,B, 1) is then used to predict the next
observation symboOy ,; .

In the multi-page prediction approach we prefetod links whose probability is higher than 1/M.
The predictor can be enhanced with confidence nmesime(like that from Figure 2).

3.3 Graph-Based Predictors

The graphs are data structures used in many tyfsgsptications to model different processes. A grap
consists in vertices which can be connected by®dyfe denote a graph G=(V, E), where V is the set
of vertices and E is the set of edges. We also tdem@ath P={y, v,, ..., W}, where (v, V1) is an

edge,i =1 k-1.
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acaps.ulbsibiu.ro

www. ulbsibiu.ro

webmail.ulbsibiu.ro

Figure 5. Modeling web page accesses using graphs.

As Figure 5 depicts, in our application we use teated weighted graphs whose vertices represent the
accessed links, an edge between two vertices ngatiteast one transition from a link to another,
whereas the weights are keeping the number ofitiams

Three graph algorithms have been analyzed fronwtie page prediction perspective. The weight-
based and Dijkstra algorithms are statistical éenthereas the common-neighbors-based algorithm is
topological centric. These algorithms can be enbdndgth confidence mechanism (see Figure 2).

The weight-based algorithm predicts the next liskoaing the vertex whose edge with the current
vertex has the highest weight. In the multi-pagedmtion approach all the adjacent vertices are
prefetched. The multi-page prediction algorithmhamed with the confidence mechanism, is
presented below:

c = current vertex (link)
if c.isPredictable() then

predict c.getPairs()
updat e()

where getPairs returns a list with all the adjacent vertices apdate adapts the confidence of the
current link (by incrementing it on correct predict or decrementing it on misprediction) and adus t
new link to the graph.

The Dijkstra-based algorithm determines the higipesh (having the highest sum of weights) and
predicts the vertices from that path. This pattiegermined on the grounds of the well-known Dijistr
algorithm, presented in [5], which finds the pattith the lowest costs between a given source vertex
and the other vertices from a weighted graph. Simeeare interested in the highest path, we ap@y th
Dijkstra algorithm with inversed weights(?). In the multi-page prediction approach all thetices
from that path are prefetched. The multi-page ptemi algorithm, enhanced with the confidence
mechanism, is presented below:
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c = current vertex (link)

pmex = Dijkstra(c)

if c.isPredictable() then
predi ct pmax. getVertices()

updat e()

wheregetVertices returns a list with all the vertices from a patidl apdate adapts the confidence of the
current link and adds the new link to the graph.

The common-neighbors-based algorithm [21] discovbesvertex having the highest number of
common neighbors with the current vertex and ptsdibese common neighbors. The multi-page
prediction algorithm, enhanced with confidence nagi$m, is given by the following pseudocode:

c = current vertex (link)
mx = -1
foreach vertex v do

nei ghbors = c. comobnNei ghbor s(v)

i f nei ghbors. getSize() > nax then
max = nei ghbors. get Si ze()
maxnei ghbors = nei ghbors

if c.isPredictable() then
predi ct nmaxnei ghbors. get Vertices()
updat e()

where commonNeighbors returns the list of vertices which are common hbkas for two given
vertices,getVertices returns all the vertices from a list angdate adapts the confidence of the current
link and adds the new link to the graph.

3.4 Hybrid Predictors

Since we apply multi-page prediction, it is natuealhybrid prediction scheme which returns the
predictions of all the components. All these pragtioveb pages are prefetched. In the next section w
evaluate the predictors presented in the previeadons and we use the most accurate predictors as
hybrid prediction components.

4 Experimental Results

The first step of our research is to comparatiegiglyze the proposed algorithms, from the predictio
accuracy point of view, by varying their input paueters. The prediction accuracies presented in this
section have been obtained through multi-page ptiedi Such a study can be better highlighted on a
set of log files. Therefore, the above presentggbridhms have been implemented in Java and
evaluated on two datasets.
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The BU benchmark set was generated by the “Oceanp@Research” from Boston University [6]
and consists in log files collected during 7 morahs37 workstations, spanning the timeframe from 21
November 1994 to 8 May 1995. Each log file namet@ios a user ID number, the machine on which
the session took place and the Unix timestamp whesession started. Each line in a log corresponds
to a single URL requested by the user; it contftiesmachine name, the timestamp when the request

was made, the URL, the size of the document (imetuthe overhead of the protocol) and the object
retrieval time in seconds.

The evaluations have been performed also on theemé&BUS dataset collected from the
educational web server of “Lucian Blaga” UniversifySibiu, during 31 October 2006 — 10 November

2006. The log file contains about 210,000 web a®gseach line corresponding to an URL requested
by the user.

First, we have evaluated the Markov predictor om @lhove mentioned datasets, by varying the
pattern size (R). We used a history of 1000 linkd d-state confidence counters. The results are
presented in Figure 6, where conl112 - con99 ar8ithég files.
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Figure 6. Web page prediction using Markov chalhs (1000, 4-state confidence).

As Figure 6 shows, the first order Markov chain {lRwas the most efficient on the evaluated data
sets, which is in concordance with [20]. Howeven, sbme benchmarks (conl72, con221, con57,
con60, con603 and con99) superior order Markovrshaierformed better. The average prediction
accuracy with a first order Markov chain was 80.03%the BU dataset and 70.58% on LBUS.

Then, we have evaluated the HMM predictor on theesdatasets, by varying the number of hidden

states (N). We used a first order HMM with a higtof 1000 links and 4-state confidence counters.
The experimental results are presented in Figure 7.
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1) performed better on all

benchmarks. The average prediction accuracy wa&’%ion BU and 78.29% on the LBUS dataset.

We have evaluated also superior order HMMs (R

20BYiously with higher number of hidden states,

but the prediction accuracy was lower, which issistent with what is reported in [20].

Finally, we have evaluated the graph based predickigure 8 shows comparatively the prediction
accuracies obtained with the weight-based predictioe Dijkstra-based one and the common-

neighbors-based (topological) one, using a histdr3000 links and 4-state confidence counters.
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As it can be observed, the weight-based predicatpesforms both the Dijkstra-based and topology-
based algorithms on all the evaluated benchmatis.average prediction accuracy, obtained with the

weight-based graph predictor, was 83.07% on the dltaset (but exceeding 90% on some
benchmarks) and 75.06% on LBUS.
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Figure 9. Comparing wepagepredictors (H=1000, 4-state confidence).
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Figure 10. Comparing hybrid web page predictoré Wistate confidence, 2-state confidence and witbonfidence.

Figure 9 presents comparatively the best configamatof our evaluated predictors, all of them using
the same history of 1000 links and 4-state confidegounters. The results show that on the BU datase
the weight-based graph predictor outperforms theeropredictors, however, on some benchmarks
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(con160, con221, con228, con316, con357, con60cand03) the HMM predictor showed the better
result. On the LBUS dataset the HMM predictor wadtdy. These results suggest that a hybrid
predictor, consisting in a HMM and a graph-baseeljmtor, could provide better results. Figure 10
shows comparatively the accuracies obtained usinf bybrid predictors with 4-state confidence, 2-
state confidence and without confidence, respdgtiviene hybrid predictor with 4-state confidence
outperforms, in prediction accuracy, all the eveddacomponent predictors. Its average accuracy was
85.45% on BU and 87.28% on the LBUS dataset. ghtlif outperforms the 2-state confidence based
hybrid predictor and significantly outperforms timgbrid predictor which is not using any confidence

mechanism. As Figure 10 shows, the confidence nmésinacan increase the accuracy by avoiding
prediction when the confidence in a certain coni®idw.
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Figure 11. The prediction rates of the hybrid welggpredictors with 4-state confidence and 2-statéidence.

Figure 11 depicts how the prediction rate (the nemrdf predicted web pages divided to the total
number of web pages) is influenced by the seldgtofi the 4-state and 2-state confidence mechanisms
in the case of the hybrid predictor. The predictiate of the predictor without confidence is 1.0
because a prediction is always performed. It canobserved that as more selective confidence
mechanism we have used as higher accuracy and fpeeiction rate we obtained. An exception from
this rule is only the LBUS log file where the pretibn rate is lower with 2-state confidence thathwi
4-state confidence, at almost the same accuracythiBodataset the faster transitions from predieta
to unpredictable states, due to the lower numbepreflictable states in the 2-state confidence, is

unfavorable. Thus, on the LBUS dataset a 4-statdidence mechanism is better from both the
accuracy and prediction rate viewpoints.

The best predictors have been also integrated ti@oMozilla Firefox browser as a JavaScript
extension and have been evaluated in a real emgnthwith good results.
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Summary

In this section we have chosen the best Markovigi@d(Figure 6), the best HMM predictor (Figure
7) and the best graph-based predictor (Figure rBYteims of prediction accuracy. A comparison
between these optimal predictors has been presémtéidure 9, which shows that the weight-based
graph predictor outperforms the other evaluatedlipters, but on some benchmarks, including the
LBUS dataset, the HMM-based predictor has provettbd-inally, we have presented in Figure 10 the
results obtained with a hybrid predictor havingcamponents the HMM and the weight-based graph
predictor and using different confidence mechanidfgures 10 and 11 also depict the benefit of the
confidence mechanism.

However, the hybrid predictor with 4-state confidenprovided the best prediction accuracy:
85.45% at average on BU and 87.28% on the LBUSsdata

5 Conclusionsand Further Work

In this study, we have presented three web pagéigtien methods in a comparative manner. We have
included into our analysis Markov chains, Hiddenrkéa Models and graph algorithms. We have
enhanced all these predictors with a confidencenar@sm for higher prediction accuracy. The goal of
the proposed predictive prefetching methods isethuce the delays necessary to load the web pages
and files visited by the users. The experimentsulie performed on the LBUS dataset have shown that
the HMM predictor provided the best prediction aecy, 78.29%. On the BU dataset the weight-
based graph predictor provided the best predicdicturacy, 83.07% at average, but on some BU
benchmarks the HMM predictor was better than thaplgibased one, which suggests that a hybrid
predictor, consisting in a HMM and a graph-baseatijmtor, could provide better results. With such a
hybrid predictor we obtained the best accuracy4®%. on BU and 87.28% on LBUS, being thus the
most appropriate to predict and prefetch web paffegently. The evaluations have also shown that
the first order Markov chain outperforms the superder ones, as well as the first order HMM
outperforms the superior order HMMs. Thus, singeesior order predictors imply higher complexity
but lower accuracy in both cases, in our opinioara@rsimple predictors are more suitable for webepag
prefetching. This is verified also in the case plhs because the simpler weight-based predictor is
more efficient than the Dijkstra-based one whosaglexity is considerably higher.

The confidence mechanism has a high benefit sincan significantly increase the accuracy by
avoiding predictions from low-confidence contexts.

A further work direction is the analysis of usingunal networks and also other graph algorithms for
web page prediction. Another further work directioonsists in developing and evaluating different
hybrid predictors. Another one could be the lateexgluation because it would be useful to show how
retrieval times are reduced through prefetchingdifig and exploiting similarity among users is a
research challenge in itself.
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