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1 Introduction

While more and more textual information is available online, effective retrieval is difficult without good indexing and summarization of documents content. Document categorization is one solution to this problem and is the task of classifying natural language documents into a set of predefined categories. A growing number of classification methods and machine learning techniques have been applied in recent years.

Documents are typically represented as sparse vectors of the features space. Each word in the vocabulary represents a dimension of the feature space. The number of occurrences of a word in a document represents the value of the corresponding component in the document characteristic vector. This higher dimensionality of the feature space is a major problem of text categorization. The native feature space consists of the unique terms that occur in the documents, which can be tens or hundreds of thousands of terms for even a moderate-sized text collection. Much time and memory is needed for training a classifier on a large collection of documents. This is why we try using various methods for reducing the feature space and the response time. As we will see the results are better when we work with a lower dimension of the space. As the space grows the accuracy of the classifier doesn’t grow significantly, actually it decreases when we work with a higher dimensional feature space.

This report is a comparative study of feature selection methods (Information Gain, Mutual Information and Support Vector Machine) and types of input data representation in statistical learning of text categorization. Also I will present a technique used with great success in the last years in classification problems for nonlinear separable input data. I will present the application for processing documents and creating the vector of features. I will continue by presenting the application implemented for the classification and clustering parts using techniques based on support vectors and kernels.

I have used Text Mining like an application of data mining techniques to extract the signature of each document (the features vector). Starting with a set of $d$ documents and $t$ terms (words belonging to documents), we can model each document as a vector $v$ in the $t$ dimensional space $\mathbb{R}^t$. In the classification phase, I have used Support Vector Machine that is a powerful technique for nonlinear separable input sets. A great advantage of this technique is that it can use large input sets. Thus we can easily test the number of features influence on the classification and clustering accuracy. I implemented this classification for two types of kernels: polynomial kernel and Gaussian kernel (Radial Basis Function - RBF). I will present results for two class classification and for multi-class classification using SVM technique. For two class classification I took into account only documents in one class versus the rest of the documents from the set. For multi-class classification I repeated two class classification for each topic (the category where the document is classified) obtaining more decision functions. I have also modified this technique so that it can be used as a method of features selection in the text mining step. I will present a graphical visualization of classification and clustering results using this method.

I will use different types of kernels and different types of input data representation trying to find the best parameters for better classification accuracy. I tried to find a simplified form of the kernels, without reducing the performance, actually increasing it, using more intuitive parameters.

Input data are represented in different formats, and I analyzed the influence of those representations on kernel type. I have used three types of representation. Binary format where the attributes are represented using values “0” or “1” (“0” if the word doesn’t occur in the document
and “1” if it occurs, without being interested in the number of occurrences). The second format is Nominal format where the attributes store the number of occurrences of the word in the frequency vector, normalized with normal norm. The last format used is Connell SMART system where the attribute store the number of occurrences of the word in the frequency vector, normalized by another formula.

Section 2 describes the term selection method and the details of constructing the training and testing datasets that are used in the report. I will give a brief overview of feature selection methods in the context of proposed training strategy. In Section 3 I will describe the classifier and clustering algorithm based on Support Vector Machine technique. Also I will present details of implementation for those algorithms. In Section 4 we illustrate how to use the application to improve accuracy of classifiers and parameters of the application. I will give a description of the experiments in which we compare the effectiveness of the presented methods and I will present the results of the experiment. In the final section, I will present concluding remarks and future work.
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2 Feature Extraction

In fact a substantial fraction of the available information is stored in text or document database which consist of a large collection of documents from various sources such as news articles, research papers, books, web pages, etc. Data stored in text format is considered semi-structured data in that they are neither completely unstructured nor completely structured, because a document may however contain a few structured fields such as title, authors, publication, data, etc. Unfortunately those fields usually are not filled in, the majority of people don’t loose time to complete these fields. Some researchers suggest that the information needs to be organized during the creation time, using some planning rules. This is pointless because most of people will not respect them. This is considered a characteristic of unordered egalitarianism of Internet [Der00]. Any attempt to apply the same organizing rules will determine the users to leave. The result for the time being is that most information needs to be organized after it was generated and searching and organizing tools need to work together.

Typically, only a small fraction of many available documents will be relevant to a given individual user. Without knowing what could be in the document, it is difficult to formulate effective queries for analyzing and extracting useful information from the data. Users need tools to compare different documents, rank the importance and relevance of the documents. Thus text data mining has become increasingly important. Text mining goes one step beyond keyword-based and similarity-based information retrieval and discovers knowledge from semi-structured text data using methods such as keyword-based association and document classification. In this context traditional information retrieval techniques become inadequate for the increasingly vast amounts of text data. Information retrieval is concerned with the organizing and retrieval of information from a large number of text-based documents. Most information retrieval systems accept keyword-based and/or similarity-based retrieval [Cro99]. Those ideas were presented in detailed in my first PhD technical report in section 2.2 [Mor05]. I only want to give a brief theoretical background as a support for the text mining step presentation. The text mining step is the first step of my application.

In keyword-based information retrieval system, a document is represented by a string, which can be identified by a set of keywords. Similarity-based retrieval system finds similar documents based on a set of common keywords. The output of such retrieval should be based on the degree of relevance, where relevance is measured based on the closeness of the keywords in the document, actually the relative frequency of the keyword.

In modern information retrieval systems, keywords for document representation are automatically extracted from the document. Normally, this implies removing high frequency words (stopwords), stripping the suffixes, and detecting equivalent stems. After determining the document representation in this manner, each term is assigned a weight. In the literature this method of document representation is called “bag-of-words” [Cha00].

Let’s consider a set of \( d \) documents and a set of \( t \) terms for modeling information retrieval. We can model each of the documents as a vector \( v \) in the \( t \) dimensional space. The \( i \)-th coordinate of \( v \) \((v_i)\) is a number that measures the association of the \( i \)-th term with respect to the given document: it is generally defined as 0 if the document does not contain the term, and nonzero otherwise. There are many ways to define the term-weighing for the nonzero entries in such a vector [Mit97]. For example, it can be simply defined \( v_i = 1 \) as long as the \( i \)-th term occurs in the document, or let \( v_i \) be the term frequency, or normalized term frequency. Term frequency is the number of occurrences of the \( i \)-th term in the document. Normalized term frequency is term frequency divided by the total
number of occurrences of all terms in the document. I have tested various term-weights in my application. Once the terms representing the documents and their weights are determined, we can form a document-term matrix for the entire set of documents. This matrix can be used to compute the pair-wise dependences of terms. A reasonable measure to compute those dependences is odds ratio [Mla99], information gain, mutual information [Mla99], or support vector machine [Mla02].

There are some problems in determining term dependences based on document representation [Bha00]:

- **Too many terms in description.** The total number of distinct terms is quite large even for a small collection. A large ratio of these terms, when intellectually evaluated, seems irrelevant for the description of the document.

- **Inability to expand query with good quality terms.** It is well known that good quality terms are those that are more prevalent in relevant documents. Dependence base on all documents may not help in adding good quality terms to the query.

- **Mismatch between query and document terms.** Usually users’ vocabulary differs from that of authors or indexes. This leads in some query terms not being assigned to any of the documents. Such terms will not form a node in the dependence tree construct by the earlier studies.

### 2.1 The Dataset

For experiments I used the Reuters-2000 collection [Reu2000], which includes a total of 806791 documents, with all news stories published by Reuters Press covering the period from 20th August 1996 through 19th August 1997. Each news is stored as an XML file (xml version="1.0" encoding="UTF-8"). Files are grouped by date in 365 zip files. All that files are grouped according to three criteria. According to the industry criterion the articles are grouped in 870 categories. According to the region the article refers to there are 366 categories and according to topics there are 160 distinct topics. The definition of the metadata element of Reuters Experimental NewML allows the attachment of systematically organized information about the news’ summary. The metadata contains information about date when the article was published, language of the article, title, place, etc. The title is marked using title markups like <title> </title>. Then the text of the article follows marked by <text> and </text>. After the content of the article is a structure that is based on a scheme for "Reuters Web" that are in the following format:

```xml
<metadata>
<codes class="bip:countries:1.0">...</code>
<codes class="bip:topics:1.0">...</code>
<codes class="bip:industry:1.0">...</code>
<!ENTITY % dc.elements "(dc.title |
    dc.creator.name | dc.creator.title | dc.creator.location | dc.creator.location.city | dc.creator.location.sublocation | dc.creator.location.stateOrProvince | dc.creator.location.country.code | dc.creator.location.country.name | dc.creator.phone | dc.creator.email | dc.creator.program | dc.date.created | dc.date.lastModified |
In the entries above there is information included on region, topic and industry. This information is included using codes. There are separate files where it can be found the correspondence between the codes and the complete name. In my application I used only the name of the news stories, the content of the news, topic proposed by Reuters for classifying and industry. Thus from each file I extract the words from the title and the content of the news and I create a vector that characterizes that document.

A text retrieval system often associates a stop list with a set of documents. A stop list is a set of words that are deemed “irrelevant” for a set of documents [Jia01] [Ian00]. In my application I have used a general stopwords list from the package ir.jar [IR] from Texas University. I wanted to use a general list in order to eliminate the non-relevant words. In the stopword list there are 509 different words included which are considered to be irrelevant for the content of the text.

For each word that remained after the elimination of stopwords I have extracted the root of the word (stemming). If after stemming I obtained the root with dimension smaller or equal to 2 (the word obtained has only two or one characters) and the original dimension of the word was 2 or 1 I eliminate those words. If the original dimension was greater than three I will kept the word in the original format without stemming. Up to this moment I didn’t deal with the case in which two different words have the same root after stemming. Afterwards I counted the occurrences of every remaining root. Thus I have created an array for each document from Reuters with the remaining roots (called later tokens). This array is the individual characterization of each document.
For example a vector that characterizes small news is represented in the following format:

```
```

Number 24 represent the number of the indexed document. A root and the number of its occurrences are separated by a “:” (in document can occur words in different context but have same steam). The “-” symbol at the end of the line introduces Reuters classification topics.

This representation of documents is called in the literature bag-of-words approach. For training and testing data in two classes I build a subset of data here referred to as Subset-c152. From all 806791 documents I select those documents that are grouped by Reuters in “System Software” (I330202) as industry code. After this selection I obtained only 7083 documents. In the resulting set there are 63 different topics for classifying according to Reuters. For multiclass classification I used all 63 topics. For binary classification I chose topic “c152” that means “Comment /Forecasts” according to Reuters codes. I grouped those 7083 articles in training set and testing set randomly assuring that the training set is smaller than the testing set.

The algorithm that I will present is based on the fact that data is grouped only in two classes. This is in fact a binary classification algorithm where the labels can take only two values. Therefore in this phase I took in consideration only one class of documents and documents that are not belonging to that class are considered to be in another class. In the multiclass classification I take in consideration all topics and I learn separately for each topic using SVM “one versus the rest” technique. I chose samples that have a specific topic versus the rest of samples for each topic.

Afterwards I have created a large frequency vector with all unique tokens and the number of occurrences of each token in all documents (in order to further apply the SVM method). I use a vector with all tokens to memorize each document in the set. If a token appears in the document then I will store the number of occurrences in the new vector otherwise I will store “0” for that token (sparse vector [sparse]) . By doing so all vectors have the same size and the tokens are arranged in same order so that all data available is organized in the same way. For the Subset-c152 I have obtained 19038 different tokens.

### 2.2 Data Reduction

In the learning phase data needs to be stored in the memory in order to compute on it and so the learning time is considerably bigger. Due to the size of the token vector the accuracy of learning (as we will further see in this report) is diminished. I have applied some techniques to reduce the dimension of this large frequency vector. For doing so I have used the Information Gain [Yan97], Mutual Information [Cov91] and Support Vector Machine [NEL00][Dou04]. There is another type of methods used for features induction that automatically create a nonlinear combination of existing features and additional input features to improve classification accuracy like the method proposed by [Jim04]. All methods use the elimination of tokens which occurs less than the preordain threshold.
2.2.1 Entropy and Information Gain

Entropy and information gain are functions of the probability distribution that underlie the process of communications. The entropy is a measure of uncertainty of a random variable. Let $X$ be a discrete random variable with alphabet $S$ and probability mass function $p(x) = \Pr\{X = x\}, x \in S$. We denote the probability mass function by $p(x)$ rather than $p_x(x)$ for convenience. More information about Entropy and Information Gain and a complete example I have presented in my first PhD report in section 2.1.1.1 [Mor05]. There I have used only two values for the attribute (attributes could take only values 0 and 1). Here I want to present another aspect in which the attributes can take more than just two values (the attributes can take any of the values in their domain).

Note that the entropy is a function of the distribution of $X$. It does not depend on the actual values taken by random variable $X$, but only on the probabilities. Thus if $X \sim p(x)$, then the expected value of the random variable $g(X)$ is written

$$E_p g(X) = \sum_{x \in S} g(x) p(x)$$

or more simply as $E g(x)$ when the probability mass function is understood from the context.

The entropy of $X$ can also be interpreted as the expected value of $\log \frac{1}{p(X)}$, where $X$ is drawn according to probability mass function $p(x)$. Thus

$$E(X) = E_p \log \frac{1}{p(X)}$$

As seen this definition of entropy is related to definition of entropy in thermodynamics. It is possible to derive the definition of entropy axiomatically by defining certain properties that the entropy of a random variable must satisfy. The concept of entropy in information theory is closely connected with the concept of entropy in statistical mechanics. If we draw a sequence of $n$ independent and identically distribution random variables, it can be shown that the probability of a “typical” sequence is about $2^{-nE(X)}$ and that there are about $2^{nE(X)}$ such “typical” sequences. This property (known as the asymptotic equation property) is the basis of many of the proofs in information theory.

In [For04] the author justified that Information Gain failed to produce good results on an industrial text classification problem. The author says that for a large class of features scoring methods suffers a pitfall: they can be blinded by a surplus of strongly predictive features for some classes, while largely ignoring features needed to discriminate difficult classes.

2.2.2 Mutual Information

Entropy is uncertainty of a single random variable. We can define conditional entropy, which is the entropy of a random variable, given another random variable. The reduction in uncertainty due to another random variable is called the mutual information. For two random variables $X$ and $Y$ this reduction is:

$$I(X;Y) = Entropy(X) - Entropy(X|Y) = \sum_{x,y} p(x,y) \log \frac{p(x,y)}{p(x) \cdot p(y)}$$

\textit{(2.3)}
The mutual information $I(X,Y)$ is a measure of the dependence between the two random variables. It is symmetric in $X$ and $Y$ and always non-negative. Thus the mutual information $I(X;Y)$ is the reduction in the uncertainty of $X$ due to the knowledge of $Y$. According to the formula we can observe that the mutual information for a random variable with itself is the entropy of the random variable. This is the reason that the entropy is sometimes referred to as self-information. Between entropy and mutual information there is the following relationship presented in a Venn diagram (Figure 2.1). Notice that the mutual information $I(X;Y)$ corresponds to the intersection of the information in $X$ with the information in $Y$.

![Figure 2.1. Relationship between entropy and mutual information](image)

In my application I use another method for feature selection using the concept of Support Vector Machine that is presented in detail in the next chapter. For this I have used the linear kernel and I have taken in consideration only those attributes that have a weight greater than a certain threshold.

### 2.3 Training/Testing Files Structure

It is useful to eliminate the words that occur in all or many documents from the set because these words can’t characterize the documents, they are like a stopword for this sets. I have considered that this new array characterizes all documents. After that I have modified the arrays of each document in order to have the same dimension as the larger frequency vector. In the new array there are entries equal to zero if the word doesn’t occur in the document. We consider this to be the signature of each document in the documents set.

In the first phase the developed application produces the text mining on Reuter’s files chosen as above. The large frequency vectors are stored in four different files after creation. Two of these files contain the date necessary for binary training and testing classification. The other two files contain data necessary for multiclass training and testing classification. The files structure format is presented below. This format is almost identical with the format presented by Ian in [Ian00] and used by Weaka application that can be found at [Weka]. The files have a part containing attributes, a part containing topics and a part containing data. In the attributes part there are specified all attributes (tokens) that characterize the frequency vectors. The attributes are specified using the letterhead “@attribute” followed by the name of the attribute. In the topic part there are specified all the topics for this set according to Reuter’s classification. The topics are specified using the letterhead “@topics” followed by the name of the topic and the number of samples that contain that topic. The data section is marked using “@data” and contains all large frequency vectors followed by “:” and all topics for that entry, according to Reuter’s classification. For the output
files where we have all the topics (for multi-class classification) the large frequency vectors are ordered by their occurrence in Reuter’s files. For the output files where we have only one topic (for classification one versus the rest) the large frequency vectors are ordered by topic. Initially we put the large frequency vectors that belong to the class and after that we put the large frequency vectors that don’t belong to the class.

The structure presented below is obtained as a result of text mining on Reuter’s database. In this step I have used some classes taken from the package ir.jar [IR] from Texas University. In order to test the influence of feature selection on classification accuracy I used several levels of threshold for Information Gain, Mutual Information and SVM feature selection. I will present later the exact value of threshold and number of resulting attributes. The training and testing file need to have the same structure. This means that we need to have the same number of attributes and topics. Both attributes and topics have to be in the same order both in the training and testing file. As follows I will present a sample structure.

```plaintext
@attribute singapor
@attribute april
@attribute develop
@attribute week
@attribute stock
@attribute newsroom
@attribute apr
@attribute board
@attribute august
@attribute barrel
@attribute show
@attribute statist
@attribute thursdai
@attribute weekly

@topic c151 1
@topic c151 -1

@data
3,2,3,2,0,0,0,3,1,0,0,8,0,1:1
1,5,1,5,0,1,0,9,0,0,2,0,3:1
4,1,1,3,0,4,0,0,1,0,0,0,0,1:1
2,9,7,2,0,2,0,6,0,0,0,11,0,3:1
3,2,17,3,0,14,0,0,13,0,0,0,0,1:1
0,0,9,0,5,2,5,0,0,1,1,6,8,0:-1
3,0,2,0,1,2,0,5,1,0,2,0:-1
1,0,2,5,3,0,3,9,7,2,0,0,1,0:-1
2,0,0,4,1,0,6,0,0,2,0,0,1,0:-1
4,0,2,1,1,0,6,2,1,1,0,0,4,0:-1
3,0,1,3,2,0,2,0,4,0,0,1,0:-1
1,0,0,2,2,0,1,7,1,2,0,0,4,0:-1
```
3 Support Vector Machine in Classification/Clustering Problems

In this chapter I will present some theoretical aspects referring to Support Vector Machine technique and some aspects referring to the implementation of this technique for classifying and clustering documents. Classifying using SVM is a supervised learning technique that uses a labeled dataset for training and tries to find a decision function that classifies best the training data. This technique is based on classifying only in two classes. There are some methods used for classification in more than two classes. At the end of this chapter I will present some changes that need to be made in the classification algorithm, so that it can work with unlabeled documents (clustering).

3.1 SVM Technique for Binary Classification

Support Vector Machine (SVM) is a classification technique based on the statistical learning theory [SCK02], [NEL00]. It was successfully used a few centuries old mathematical discoveries to solve optimization problems on large sets as far as the numbers of articles and their characteristics (features) are concerned.

The purpose of the algorithm is to find a hyperplane (in a n-dimensional space the hyperplane is a space with the dimension n-1) that splits optimally the training set (a practical idea can be found in [Chi03]). Actually the algorithm consists in determining the parameters that determine the general equation of the plane. Looking at the two dimensional problem we actually want to find a line that “best” separates points in the positive class (points that are in the class) from points in the negative class (the remaining points). The hyperplane is characterized by a decision function like \( f(x) = \text{sgn}(\langle w, \Phi(x) \rangle + b) \), where \( w \) is the weight vector orthogonal to the hyperplane, “\( b \)” is a scalar that represents the margin of the hyperplane, “\( x \)” is the current sample tested, “\( \Phi(x) \)” is a function that transforms the input data into a higher dimensional feature space and \( \langle \cdot, \cdot \rangle \) representing the dot product. \( \text{sgn} \) is the signum function that returns 1 if the value is greater than 0 and -1 otherwise. If \( w \) has unit length, then \( \langle w, \Phi(x) \rangle \) is the length of \( \Phi(x) \) along the direction of \( w \). Generally \( w \) will be scaled by \( ||w|| \). In the training part the algorithm need to find the normal vector “\( w \)” that leads to the largest “\( b \)” of the hyperplane. For better understanding let’s consider that we have data separated into two classes (circles and squares) as in Figure 3.1. The problem that we want to solve consists in finding the optimal line that separates those two classes. The problem seems very easy to solve but we have to keep in mind that the optimal classification line should classify correctly all the elements generated by the same given distribution. There are a lot of hyperplanes that meet the classification requirements but the algorithm tries to determine the optimum.
Let \( x, y \in \mathbb{R}^n \) where \( x=(x_1, x_2, \ldots, x_n) \) and \( y=(y_1, y_2, \ldots, y_n) \). We can define the dot product of two vectors as the real value which measures the area determined by the two vectors. We will denote this further on as \( <x, y> \) and we will compute it:

\[
<x, y> = x_1*y_1 + x_2*y_2 + \ldots + x_n*y_n
\]  

We say that \( x \) is orthogonal on \( y \) if their dot product equals to 0, that is if:

\[
<x, y> = 0
\]  

If \( w \) has the norm equal to 1, then \( <w, \Phi(x)> \) is equal to the length of \( \Phi(x) \) along the direction of \( w \). Generally \( w \) will be scaled by \( ||w|| \) in order to obtain a unit vector. By \( ||w|| \) we mean the norm of \( w \), defined as \( ||w|| = <w, w> \) and also called Euclid’s norm. All through our presentation we will use normalized vectors.

This learning algorithm can be performed in a dot product space and for data which is separable by hyperplane, by constructing \( f \) from empirical data. It is based on two facts. First, among all the hyperplanes separating the data, there is a unique optimal hyperplane, distinguished by the maximum margin of separation between any training point and the hyperplane. Second, the capacity of the hyperplane to separate the classes decreases with the increasing of the margin. These are two antagonistic features which transform the solution of this problem into an exercise of compromises.

\[
\begin{align*}
\text{maximize } & \min_{w \in \mathcal{H}, b \in \mathbb{R}} \left\{ ||x - x_i|| : x \in \mathcal{H}, <w, x> + b = 0, i = 1, \ldots, m \right\} \\
\end{align*}
\]

For training data which is not separable by a hyperplane in the input space the idea of SVM is to map the training data into a higher-dimensional feature space via \( \Phi \), and construct a separating hyperplane with the maximum margin there. This yields a non-linear decision boundary in the input space. By the use of a kernel function \( <w, \phi(x)> \) it is possible to compute the separating hyperplane without explicitly carrying out the map into the feature space [SCK02].

In order to find the optimal hyperplane, distinguished by the maximum margin, we need to solve the following objective function:
\[
\text{minimize } \tau(w) = \frac{1}{2} \|w\|^2, \\
\text{subject to } y_i(w, x_i) + b = 1 \text{ for all } i = 1, \ldots, m
\]  \hspace{1cm} (3.4)

The constraints ensure that \( f(x_i) \) will be +1 for \( y_i = +1 \) and -1 for \( y_i = -1 \). This problem is computationally attractive because it can be constructed by solving a quadratic programming problem for which there are efficient algorithms. Function \( \tau \) is called objective function (the first feature) with inequality constrains. Together, they form a so-called primal optimization problem. Let's see why we need to minimize the length of \( w \). If \( \|w\| \) would be 1, then the left side of the restriction would equal the distance between \( x_i \) and the hyperplane. Generally we need to divide \( y_i(w, x_i) + b \) by \( \|w\| \) in order to change this into a distance. From now on if we can meet the restriction for all \( i = 1, \ldots, m \) with a minimum length \( w \) then the total margin will be maximal.

Problems like this one are the subject of optimization theory and are in general difficult to solve because they imply great computational costs. To solve this type of problems it is more convenient to deal with the dual problem, which according to mathematical demonstrations leads to the same results. In order to introduce the dual problem we have to introduce the Lagrange multipliers \( \alpha_i \geq 0 \) and the Lagrangian [SCK02] which lead to the so-called dual optimization problem:

\[
L(w, b, \alpha) = \frac{1}{2} \|w\|^2 - \sum_{i=1}^{m} \alpha_i(y_i(w, x_i) + b - 1)
\]  \hspace{1cm} (3.5)

with Lagrange multipliers \( \alpha_i \geq 0 \). The Lagrangian \( L \) must be maximized with respect to the dual variables \( \alpha_i \), and minimized with respect to the primal variables \( w \) and \( b \) (in other words, a saddle point has to be found). Note that the restrictions are embedded in the second part of Lagrangian and need not be applied separately.

We will try to give an intuitive solution to the restricted optimization problem. If the restriction is violated then \( y_i(w, x_i) + b < 1 \), in which case \( L \) can be increased by increasing the corresponding \( \alpha_i \). At the same time \( w \) and \( b \) need to be modified if \( L \) diminishes. In order that \( \alpha_i(y_i(w, x_i) + b - 1) \) doesn't become an arbitrary large negative number the changes in \( w \) and \( b \) will ensure that for a separable problem the conditions will finally be met. Similarly, for all the restrictions that don't meet the equality (that is for which \( y_i(w, x_i) + b - 1 > 0 \)) the corresponding \( \alpha_i \) needs to be 0. For these \( \alpha_i \) the value of \( L \) is maximized. The second complementary restriction in the optimization theory is given by Karush-Kuhn-Tucker (also known as the KKT restrictions). At the saddle point the partial derivates of \( L \) with respect to the primal variables need to be 0:

\[
w = \sum_{i=0}^{m} \alpha_iy_ix_i, \quad \text{ and } \quad \sum_{i=0}^{m} \alpha_iy_i = 0
\]  \hspace{1cm} (3.6)

The solution vector thus has an expansion in terms of a subset of training samples, namely those samples with non zero \( \alpha_i \), called Support Vectors. Note that although the solution \( w \) is unique (due to the strict convexity of primal optimization problem), the coefficients \( \alpha_i \) need not be. According to the Karush-Kuhn-Tucker (KKT) theorem, only the Lagrange multipliers \( \alpha_i \) that are non-zero at the saddle point, correspond to constraints which are precisely met. Formally, for all \( i = 1, \ldots, m \), we have

\[
\alpha_ii_i(w, x_i) + b - 1 = 0 \text{ for all } i = 1, \ldots, m
\]  \hspace{1cm} (3.7)

The patterns \( x_i \) for which \( \alpha_i > 0 \) are called Support Vectors. This terminology is related to the corresponding terms in the theory of convex sets, related to convex optimization. According to the
KKT condition they lie exactly on the margin. All remaining training samples are irrelevant. By eliminating the primal variables $w$ and $b$ in the Lagrangian we arrive to the so-called dual optimization problem, which is the problem that one usually solves in practice.

$$\max_{\alpha \geq 0} W(\alpha) = \sum_{i=1}^{m} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{m} \alpha_i \alpha_j y_i y_j \langle x_i, x_j \rangle$$

(3.8)

this is called the target function

subject to $\alpha_i \geq 0$ for all $i=1,\ldots,m$ and $\sum_{i=1}^{m} \alpha_i y_i = 0$

(3.9)

Thus the hyperplane can be written in the dual optimization problem as:

$$f(x) = \text{sgn}\left(\sum_{i=1}^{m} y_i \alpha_i \langle x_i, x \rangle + b\right)$$

(3.10)

where $b$ is computed using KKT conditions.

The optimization problem structure is very similar to the one that occurs in the mechanical Lagrange formulation. In solving the dual problem it is frequently when only a subset of restrictions becomes active. For example, if we want to keep a ball in a box then it will usually roll in a corner. The restrictions corresponding to the walls that are not touched by the ball are irrelevant and can be eliminated.

In practice, the separating hyperplane may not exist, for instance if the classes are overlapped. To take in consideration the samples that can possibly violate the restrictions we can introduce the slack variables $\xi_i \geq 0$ for all $i=1,\ldots,m$.

Using slack variables the restriction become $y_i (\langle w, x_i \rangle + b) \geq 1 - \xi_i$ for all $i=1,\ldots,m$. The optimum hyperplane can now be found both by controlling the classification capacity ($\|w\|$) and by controlling the sum of slack variables $\sum_i \xi_i$. We notice that the second part provides a superior boundary to the number of training errors. This is called soft margin classification. The objective function becomes then:

$$\tau(w, \xi) = \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{m} \xi_i$$

(3.11)

with the same restrictions, where the constant $C > 0$ determines the exchange between maximizing the margin and minimizing the number of training errors. If we rewrite this in terms of Lagrange multipliers, we get the same maximization problem with an extra restriction:

$$0 \leq \alpha_i \leq C \text{ for all } i=1,\ldots,m \text{ and } \sum_{i=1}^{m} \alpha_i y_i = 0$$

(3.12)

Everything was formulated in a dot product space. We think of this space as the feature space. On the practical level, changes have to be made to perform the algorithm in a higher-dimensional feature space. The patterns $x_i$ thus need not coincide with the input patterns. They can equally well be the result of mapping the original input patterns $x_i$ into a higher dimensional feature space using $\Phi$ function. Maximizing the target function and evaluating the decision function, than requests the computation of dot products $\langle \phi(x), \phi(x) \rangle$ in a high dimensional space. These expensive calculations are reduced significantly by using a positive definite kernel $k$, such
that \( k(x,x') = \langle x, x' \rangle \). This substitution, which is referred sometimes as the kernel trick is used to extend the hyperplane classification to nonlinear Support Vector Machines. The kernel trick can be applied since all feature vectors only occur in dot products. The weight vectors than becomes an expression in the feature space, and therefore \( \Phi \) will be the function through which we represent the input vector in the new space. Thus we obtain the decision function:

\[
f(x) = \text{sgn} \left( \sum_{i=1}^{m} y_i \alpha_i k(x, x_i) + b \right)
\]

(3.13)

The main advantage of this algorithm is that it doesn’t require transposing all data into a higher dimensional space. So there is no expensive calculus as in neural networks. We also get a smaller dimensional set of testing data as in the training phase we will only consider the support vectors which are usually few. Another advantage of this algorithm is that it allows the usage of training data with as many features as needed without increasing the processing time exponentially. This is not true for neural networks. For instance the back propagation algorithm has troubles dealing with a lot of features. The only problem of the support vector algorithm is the resulting number of support vectors. As the number increases the response time increases linearly too.

### 3.2 Multiclass Classification

Most real life problems require classification to more than two classes. There are several methods for dealing with multiple classes that use binary classification. One of these methods consists in classifying “one versus the rest” in which elements that belong to a class are differentiated from the others. In this case we calculate an optimal hyperplane that separates each class from the rest of the elements. As the output of the algorithm we will choose the maximum value obtained from all decision functions.

To get a classification in \( M \) classes, we construct a set of binary classifiers where each train separates one class from the rest. After that we combine them by doing the multi-class classification according to the maximal output before applying the \( \text{sgn} \) function; that is, by taking

\[
\text{arg max}_{j=1,\ldots,M} g^j(x), \quad \text{where } g^j(x) = \sum_{i=1}^{m} y_i \alpha_i k(x, x_i) + b^j
\]

(3.14)

and

\[
f^j(x) = \text{sgn}(g^j(x))
\]

(3.15)

This problem has a linear complexity as for \( M \) classes we compute \( M \) hyperplanes. Another method for multiclass classification consists in classifying the pairs. In this method we choose two classes and we compute a hyperplane for them. We do this for each pair of classes in the training set. For \( M \) classes we compute \((M-1)*M/2\) hyperplanes. This method has a polynomial complexity. The advantage of this method is that usually the resulting hyperplane has a smaller dimension (less support vectors).
3.3 Clustering using Support Vector Machine

Further on we will designate by classification the process of supervised learning on labeled data and we will designate by clustering the process of unsupervised learning on unlabeled data. The algorithm above only uses labeled training data. Vapnik presents in [VAP01] an alteration of the classical algorithm in which are used unlabeled training data. Here finding the hyperplane becomes finding a maximum dimensional sphere of minimum cost that groups the most resembling data (presented also in [Jai00]). This approach will be presented as follows. In [SCK02] we can find a different clustering algorithm based mostly on probabilities.

For document clustering we will use the terms defined above and we will mention the necessary changes for running the algorithm on unlabeled data.

There are more types of usually used kernels that can be used in the decision function. The most frequently used are the linear kernel, the polynomial kernel, the Gaussian kernel and the sigmoid kernel. We can choose the kernel according to the type of data that we are using. The linear and the polynomial kernel run best when the data is well separated. The Gaussian and the sigmoid kernel work best when data is overlapped but the number of support vectors also increases.

For clustering the training data will be mapped in a higher dimensional feature space using the Gaussian kernel. In this space we will try to find the smallest sphere that includes the image of the mapped data. This is possible as data is generated by a given distribution and when they are mapped in a higher dimensional feature space they will group in a cluster. After computing the dimensions of the sphere this will be remapped in the original space. The boundary of the sphere will be transformed in one or more boundaries that will contain the classified data. The resulting boundaries can be considered as margins of the clusters in the input space. Points belonging to the same cluster will have the same boundary. As the width parameter of the Gaussian kernel decreases the number of unconnected boundaries increases. When the width parameters increases there will be overlapping clusters. We will use the following form for the Gaussian kernel:

\[
\Phi(x, x') = e^{-\frac{(x-x')^2}{2\sigma^2}}
\]  

(3.16)

Note this that if \(\sigma^2\) decreases the exponent increases in absolute value and so the value of the kernel will tend to 0. This will map the data into a smaller dimensional space instead of a higher dimensional space. Mathematically speaking the algorithm try to find “the valleys” of the generating distribution of the training data.

If there are outliers the algorithm above will determine a sphere of very high costs. To avoid excessive costs and misclassification there is a soft margin version of the algorithm similar to the one in section 3.1. The soft margin algorithm uses a constant so that distant points (high cost points) won’t be included in the sphere. In other words we choose a limit of the cost to introduce an element in the sphere.

We will present in detail the clustering algorithm. We will also use some mathematical aspects to justify some of the assertions. Let \(X \in \mathbb{R}^n\) be the input space, \(\{x_i\} \subseteq X\) the set of \(N\) samples to be classified, \(R\) the radius of the searched sphere and the Gaussian kernel presented in (3.16). We will consider \(a\) as being the center of the sphere. Given this the problem becomes:

\[
\|\Phi(x_j) - a\|^2 \leq R, \forall j = 1...N
\]

(3.17)

and by replaced the norm with the corresponding dot product we get:
Equation (3.17) represents the primal optimization problem for clustering.

For the soft margin case, we will use the slack variables $\xi_j$ and formulas (3.17) and (3.18) become:

$$\| \Phi(x_j) - a \|^2 \leq R + \xi_j, \forall j = 1...N$$  \hspace{1cm} (3.19)

and respectively:

$$< \Phi(x_j) - a, \Phi(x_j) - a > \leq R + \xi_j, \forall j = 1...N$$  \hspace{1cm} (3.20)

The equations above are to equivalent forms of the same primal optimization problem using soft margin. The primal optimization problem is very difficult if not impossible to solve in practice. This is why we will introduce the Lagrangian and the dual optimization problem. As above the solution of the dual problem is the same to the solution of the primal problem.

$$L = R^2 - \sum_j \left( R^2 + \xi_j - \| \Phi(x_j) - a \|^2 \right) \beta_j - \sum_j \xi_j \mu_j + C \sum_j \xi_j$$  \hspace{1cm} (3.21)

where $\beta_j \geq 0, \mu_j \geq 0$ are the Lagrange multipliers, $C$ is a constant and $C \sum_j \xi_j$ is the penalty term. In this case we have two Lagrange multipliers as there are more restrictions to be met.

Considering the partial derivates of $L$ with respect to $R$, $a$ and $\xi_j$ (primal variables) equal to 0 we get:

$$\frac{\partial L}{\partial R} = 2R - 2 \sum_j R \beta_j = 2R \left( 1 - \sum_j \beta_j \right) = 0 \Rightarrow \sum_j \beta_j = 1$$  \hspace{1cm} (3.22)

$$\frac{\partial L}{\partial a} = - \sum_j \beta_j \Phi(x_j) + a = 0 \Rightarrow a = \sum_j \beta_j \Phi(x_j)$$  \hspace{1cm} (3.23)

$$\frac{\partial L}{\partial \xi_j} = - \beta_j - \mu_j + C = 0 \Rightarrow \beta_j = C - \mu_j$$  \hspace{1cm} (3.24)

Then the KKT restrictions are:

$$\xi_j \cdot \mu_j = 0$$  \hspace{1cm} (3.25)

$$\left( R^2 + \xi_j - \| \Phi(x_j) - a \|^2 \right) \beta_j = 0$$  \hspace{1cm} (3.26)

Analyzing the problem and the restriction above we notice the following cases:

$\xi_j > 0$ and $\beta_j > 0 \Rightarrow \| \Phi(x_j) - a \|^2 > R$, which means that $\Phi(x_j)$ lies outside the sphere

$\mu_j = 0 \Rightarrow \beta_j = C \Rightarrow \| \Phi(x_j) - a \|^2 > R$, which means that $x_j$ is a bounded support vector - BSV

$\xi_j = 0 \Rightarrow \| \Phi(x_j) - a \|^2 \leq R$, which means that these elements belong to the interior of the sphere and they will be classified when we remap them into the original space.

$\xi_j = 0$ and $0 < \beta, C \Rightarrow \| \Phi(x_j) - a \|^2 = R$, which means that the points $x_j$ lie on the sphere. These points are actually the support vectors that will determine the clusters and that will then be used to classify new elements.
Thus the support vectors (SV) will lie exactly on the sphere and the bounded support vectors (BSV) will lie outside the sphere. We can easily see that when $C \geq 1$ there are no BSV, so all the points in the input space will be classified (the hard margin case).

![Figure 3.2: Mapping the unlabeled data from the input space into a higher dimensional feature space and determining the sphere that includes all points (hard margin)](image)

In Figure 3.2 we presented the geometrical interpretation of the first part of the optimization problem: mapping the unlabeled data from the input space into a higher dimensional feature space via the Gaussian kernel function $\Phi$. Thus we can determine the sphere that contains all the points to be classified. We considered the hard margin case. We will now present the mapping of the sphere in the input space to see the way we create the boundaries.

![Figure 3.3: Grouping data into classes](image)

In Figure 3.3 we present the way data is grouped after mapping the boundary of the sphere in Figure 3.2 back in the input space.

This is very difficult to implement as an algorithm. For an easier implementation we will eliminate $R$, $a$ and $\beta_j$ so that the Lagrangian becomes a Wolfe in the dual form. The Wolfe obtained so is an optimization problem in $\beta_j$. We will now replace in (3.21) formulas (3.23) and (3.24) and we will have:

$$W = R^2 - \sum_j \left(R^2 + \xi_j - \left\| \Phi(x_j) - \sum_i \beta_i \Phi(x_i) \right\|^2 \right) \cdot \beta_j - \sum_j \xi_j (C - \beta_j) + C \sum_j \xi_j$$
\[ W = R^2 - \sum_j R^2 \cdot \beta_j - \sum_j \xi_j \cdot \beta_j + \sum_j \| \Phi(x_j) - \sum_i \beta_i \Phi(x_i) \|^2 \cdot \beta_j - \sum_j \xi_j C + \sum_j \xi_j \beta_j + C \sum_j \xi_j \Rightarrow \]

\[ W = R^2 \left( 1 - \sum_j \beta_j \right) + \sum_j \| \Phi(x_j) - \sum_i \beta_i \Phi(x_i) \|^2 \cdot \beta_j \Rightarrow \]

\[ W = \sum_j \| \Phi(x_j) - \sum_i \beta_i \Phi(x_i) \|^2 \cdot \beta_j \Rightarrow \]

\[ W = \sum_j < \Phi(x_j) - \sum_i \beta_i \Phi(x_i), \Phi(x_j) - \sum_i \beta_i \Phi(x_i) > \cdot \beta_j \Rightarrow \]

\[ W = \sum_j \left[ < \Phi(x_j), \Phi(x_j) > - < \Phi(x_j), \sum_i \beta_i \Phi(x_i) > - < \sum_i \beta_i \Phi(x_i), \Phi(x_j) > + < \sum_i \beta_i \Phi(x_i), \sum_i \beta_i \Phi(x_i) > \right] \cdot \beta_j \Rightarrow \]

\[ W = \sum_j \left[ < \Phi(x_j), \Phi(x_j) > + < \sum_i \beta_i \Phi(x_i), \sum_i \beta_i \Phi(x_i) > \right] \cdot \beta_j \Rightarrow \]

\[ W = \sum_j < \Phi(x_j), \Phi(x_j) > \cdot \beta_j - \sum_{i,j} \beta_i \beta_j \Phi(x_i) \Phi(x_j) \] (3.27)

The restrictions for \( \mu \) will be replaced by:

\[ 0 \leq \beta_j \leq C, \quad j = 1...N \] (3.28)

Using the support vector technique for representing the dot product \( \langle \Phi(x_j), \Phi(x_j) \rangle \) by a Gaussian kernel:

\[ K(x_i, x_j) = e^{-\frac{\|x_i-x_j\|^2}{\sigma^2}} \] (3.29)

with the width parameter \( \sigma = \frac{1}{q} \).

In these conditions the Lagrangian becomes:

\[ W = \sum_j K(x_j, x_j) \cdot \beta_j - \sum_{i,j} \beta_i \beta_j K(x_i, x_j) \] (3.30)

We will denote the distance for each point \( x \) the distance from each image in the feature space to the center of the sphere as:

\[ R^2 = \| \Phi(x) - d \|^2 \] (3.31)

and by using (3.23) this becomes:

\[ R^2 = \left\| \Phi(x) - \sum_j \beta_j \Phi(x_j) \right\|^2 \Rightarrow \]

\[ R^2 = < \Phi(x) - \sum_j \beta_j \Phi(x_j), \Phi(x) - \sum_j \beta_j \Phi(x_j) > \Rightarrow \]

\[ R^2 = < \Phi(x), \Phi(x) > - < \sum_j \beta_j \Phi(x_j), \Phi(x) > - < \Phi(x), \sum_j \beta_j \Phi(x_j) > + < \sum_j \beta_j \Phi(x_j), \sum_j \beta_j \Phi(x_j) > \Rightarrow \]
\[ R^2 = <\Phi(x), \Phi(x)> - \sum_j \beta_j <\Phi(x_j), \Phi(x)> - \sum_j \beta_j <\Phi(x), \Phi(x_j)> + \sum_{i,j} \beta_i \beta_j <\Phi(x_j), \Phi(x_j)> \]

\[ R^2(x) = K(x,x) - 2 \sum_j \beta_j K(x_j,x) + \sum_{i,j} \beta_i \beta_j K(x_j,x_j) \]  

(3.32)

The radius will now be:

\[ R = \{ R(x_i) | x_i \in SV \} \]  

(3.33)

which is:

\[ R = \{ R(x_i) | x_i, c_i \xi_i = 0 \text{ and } 0 < \beta_i < C \} \]

The boundaries that include points belonging to the same cluster are defined by the following set:

\[ \{ x | R(x) = R \} \]  

(3.34)

Another issue to be discussed is assigning the cluster, which is how do we decided what points are in what class. Geometrically speaking this means determining the entering of the boundaries. When two points are in different clusters the line that unites them is transpose outside of the sphere in the higher space. This kind of line will contain a point \( y \) for which \( R(y) > R \). In order to determine the existence of points \( y \) it is necessary to consider a number of test points to check if it goes outside the sphere or not. Let \( M \) be the number of test points and so the number of points being considered for testing if the line belongs or not to the sphere. The \( n \)-th test point will be:

\[ y_n = \frac{n(x_i + x_j)}{M}, \quad n = 1, M - 1 \]  

(3.35)

The results of these tests will be stored in an adjacency matrix \( A \) for each pair of points. The form of adjacency matrix will be:

\[ A_y = \begin{cases} 1, \forall y \in x_i, x_j, \text{ with } R(y) \leq R \\ 0, \text{ otherwise} \end{cases} \]  

(3.36)

The cluster will be defined by the connected components of graphs induced by matrix \( A \).

When we use the soft margin and thus have BSV, these will not be classified in any of the classes by this procedure. They can be assigned to the closest class or they can remain unclassified.

### 3.4 SMO - Sequential Minimal Optimization

This represents one of methods that implement a problem of quadratic programming introduced by Platt [Pla99]. The strategy of SMO is to break up the constraints into the smallest optimization groups possible. Note that it is not possible to modify variables \( \alpha_i \) individually without modifying the sum of constraints (the KKT conditions). We therefore generate a generic convex constrained optimization problem for pairs of variables. Thus, we consider the optimization over two variables \( \alpha_i \) and \( \alpha_j \) with all other variables considered fixed, optimizing the target function with respect to them. Here \( i \) and \( j \) are sample \( i \) and sample \( j \) from the training set. The exposition proceeds as follows: first we solve the generic optimization problem in two variables and subsequently we determine the value of the placeholders of the generic problem, we adjust \( b \) properly and determine how pattern can be selected to ensure speedy convergence.
Thus the problem presented above implies solving a linearly analytical optimization problem in two variables. The only problem now is the order that the training samples are chosen in for speedy convergence. By using two elements we have the advantage of dealing with the linear decision function which is easier to solve than a quadratic programming optimization problem. Another advantage of SMO algorithm is that not all training data must be simultaneously in the memory, but only the samples for which we optimize the decision function. This fact allows the algorithm to work with very high dimension samples.

We begin with a generic convex constrained optimization problem in two variables. Using the shorthand $K_{ij} := k(x_i, x_j)$ the quadratic problem becomes:

$$\begin{align*}
\text{minimize} & \quad \frac{1}{2} \left[ \alpha_i^2 K_{ii} + \alpha_j^2 K_{jj} + 2\alpha_i \alpha_j K_{ij} \right] + c_i \alpha_i + c_j \alpha_j \\
\text{subject to} & \quad s \alpha_i + \alpha_j = \gamma \\
& \quad 0 \leq \alpha_i \leq C_i \quad \text{and} \quad 0 \leq \alpha_j \leq C_j
\end{align*}$$

(3.37)

where $\alpha_i$ and $\alpha_j$ are the Lagrange multipliers for those two samples, $K$ is the kernel and $s$ is +1 or -1. Here, $c_i, c_j, \gamma \in \mathbb{R}$, and $K \in \mathbb{R}^{2 \times 2}$ are chosen suitably to take the effect of the $m-2$ variables that are kept fixed. The constants $C_i$ represent pattern dependent regularization parameters. To obtain the minimum we use the restriction $\alpha_i + \alpha_j = \gamma$. This formula allows us to reduce actual optimization problem to an optimization problem in $\alpha_i$ by eliminating $\alpha_j$. For shorthand we use the following notation $\chi := K_{ii} + K_{jj} - 2 K_{ij}$

In the implementation of SMO I take the value for the constants $C_i$ equal to 1 because I have chosen hard margin in primal form of SVM. Constants $c_i, c_j$, and $\gamma$ are defined thus:

$$c_i := \sum_{l\neq i,j} \alpha_l K_{il}, \quad c_j := \sum_{l\neq i,j} \alpha_l K_{lj} \quad \text{and} \quad \gamma = 1 - \sum_{l\neq i,j} \alpha_l$$

(3.38)

As the initial condition I have considered all weight vectors equal to zero and the Lagrange multipliers $\alpha$ for all samples equal to zero. The dimension of the weight vector is equal to the number of attributes and the dimension of $\alpha$ vector is equal to the number of samples. To solve the minimization problem in the objective function I have created five sets that split the input data, according to KKT condition, as follows:

$$I_0 = \left\{ \alpha_i \in (0, C_i) \right\} \quad I_{+,0} = \left\{ \alpha_i = 0, y_i = +1 \right\} \quad I_{+,C} = \left\{ \alpha_i = C_i, y_i = +1 \right\}$$

$$I_{-,0} = \left\{ \alpha_i = 0, y_i = -1 \right\} \quad I_{-,C} = \left\{ \alpha_i = C_i, y_i = -1 \right\}$$

(3.39)

From now on we will use the following notations:

- $m_{-10}$ - all the training samples for which the Lagrange multipliers $\alpha$ are between 0 and C
- $m_{-10p}$ - all the samples for which $\alpha = 0$ and positive topic
- $m_{-10n}$ - all the samples for which $\alpha = 0$ and negative topic
- $m_{-1Cp}$ - all the samples for which $\alpha = C$ and positive topic
- $m_{-1Cn}$ - all the samples for which $\alpha = C$ and negative topic

I have also defined:

$$m_{-bUp} := \min_{m_{-10p}, m_{-10p}, m_{-1Cn}} f(x_i) - y_i$$

(3.40)
\[ m_{\text{bLow}} := \min_{i \in \text{I}_{0\text{o}}, m_{\text{I}_{0\text{o}}}, m_{\text{I}_{0\text{o}}}} f(x_i) - y_i \]

where \( m_{\text{bUp}} \) and \( m_{\text{bLow}} \) are the superior and the inferior limits for the margin of the hyperplane. As an improved estimation of \( b \) I have used the formula \( m_{\text{b}} = \frac{m_{\text{bUp}} + m_{\text{bLow}}}{2} \).

The stopping criteria is no longer that the KKT conditions are smaller than some tolerance \( Tol \), but that \( m_{\text{bLow}} \leq m_{\text{bUp}} \), holds with some tolerance \( m_{\text{bLow}} \leq m_{\text{bUp}} – Tol \).

In the training part, the samples with \( a \neq 0 \) are considered support vectors and are relevant in the objective function. They are the only ones that need to be kept from the training set. For this, I have created a set called “m supportVectors” that stores all the samples that have \( a \neq 0 \). In the application I have used a member “m data” that keeps all the training samples from the file. Each sample has a specified position in “m data”. This position is the same in all the sets used to make the search easier. If the sets don’t contain the sample on the specified position, the entry for that position contains a \textit{null} value.

Considering the above I have put all the samples in the two sets, \( \text{m I}_0 \text{p} \) and \( \text{m I}_0 \text{n} \), because for the beginning I have considered that \( a \) and the weight vector equal to zero. Then I examine all the samples, renewing all the sets. If during this process there is no change we can consider that the training is over, otherwise I repeat the process again as presented below.

In minimization problem, in order to find the minimum, we use \( \alpha_i + \alpha_j = \gamma \). Modifying \( \alpha_i \) depends on the difference between the values \( f(x_i) \) and \( f(x_j) \). There are some algorithms that can be used for choosing the index \( i \) and \( j \), thus the larger the difference among them, the bigger is the distance to the hyperplane. I have chosen the two loops approach to maximize the objective function. The outer loop iterates over all patterns violating the KKT conditions, or possibly over those where the threshold condition of the \( m_{\text{b}} \) is violated. Usually we first loop over those with Lagrange multipliers neither on the upper nor the lower boundary. Once all of these are satisfied we loop over all patterns violating the KKT conditions, to ensure self consistency on the entire dataset. This solves the problem of choosing the index \( i \).

It is sometimes useful, especially when dealing with noise data, to iterate over the complete KKT violating dataset before complete self consistence on the subset has been achieved. Otherwise considerable computational resources are spent making subsets. The trick is to perform a sweep through the data once only less than, say 10% of the non bound variables change.

Now to select \( j \): to make a large step towards the minimum, one looks for large steps in \( \alpha_i \). Since it is computationally expensive to compute \( K_{ii} + K_{jj} - 2sK_{ij} \) for all possible pairs \((i,j)\) one chooses an heuristic to maximize the change in the Lagrange multipliers \( \alpha_i \) and thus maximize the absolute value of numerator in expressions for \( \tilde{\alpha}_i \) (new alpha). This means that we are looking for patterns with large difference in their relative errors \( f(x_i) - y_i \) and \( f(x_j) - y_j \). The index \( j \) corresponding to the maximum absolute value is chosen for this purpose.

If this heuristic happens to fail (if little progress is made by this choice) all other indices \( j \) are looked at in the following way (a second choice):

- All indices \( j \) corresponding to non-bound examples are looked at, searching for an example to make progress on.
- In the case that the first heuristic was unsuccessful, all other sample are analyzed until an example is found where progress can be made.
- If both previous steps fail, SMO precedes to the next index \( i \).
In the problem of computing the offset $b$ from the decision function another stopping criterion occurs. This new criterion occurs because, unfortunately, during the training, not all Lagrange multipliers will be optimal, since, if they were, we would already have obtained the solution. Hence, obtaining $b$ by exploiting the KKT conditions is not accurate (because the margin must be exactly 1 for Lagrange multipliers for which the box constraints are inactive). Using the limit of the margin presented in (3.40) and since the KKT condition has to hold for a solution we can check that this corresponds to $m_{bUp} \geq 0 \geq m_{bLow}$. For $m_{I0}$ I have already used this fact in the decision function. After that using KKT conditions I have renewed the thresholds “$m_{bUp}$” and “$m_{bLow}$” (superior and inferior limit for margin of the hyperplane). I have also chosen an interval from which to choose the second sample which I renew by renewing “$m_{iUp}$” and “$m_{iLow}$”. According to the class of the first sample I choose the second training sample as follows. If the first sample is in the set with positive topic I choose the second sample from the set with negative topic. After choosing the samples for training I check if there is a real progress in the algorithm. The real benefit comes from the fact that we may use $m_{iLow}$ and $m_{iUp}$ to choose patterns to focus on. The large contribution to the discrepancy between $m_{iUp}$ and $m_{iLow}$ stems from those pairs of patterns $(i, j)$ for which the discrepancy:

$$\text{discrepancy} (i,j) := (f(x_i) - y_i) - (f(x_j) - y_j)$$

is the largest. In order to have a real benefit the discrepancy needs to have a high value. For the first sample I have computed the superior and inferior limit of $\alpha$ using:

$$\alpha_i = \begin{cases} L \quad \zeta > 0 \\ H \quad \text{otherwise} \end{cases},$$

where

$$L = \begin{cases} \max(0, s^{-1}(\gamma - C_j)) & \text{if } s > 0 \\ \max(0, s^{-1}\gamma) & \text{otherwise} \end{cases} \quad \text{and} \quad H = \begin{cases} \min(C_i, s^{-1}\gamma) & \text{if } s > 0 \\ \max(C_i, s^{-1}(\gamma - C_j)) & \text{otherwise} \end{cases}$$

and

$$\zeta := sc_j - c_i + \gamma sK_{ij} - \gamma K_{iy},$$

$$\chi := K_{ii} + K_{yy} - 2sK_{iy},$$

(3.43)

After that I can compute the new $\alpha$ using the formula:

$$\alpha = \begin{cases} \alpha_{old} + \chi^{-1}\delta & \text{if } \chi > 0 \\ -\infty & \text{if } \chi = 0 \text{ and } \delta > 0, \\ \infty & \text{if } \chi = 0 \text{ and } \delta < 0 \end{cases},$$

(3.44)

where $\delta := y_i((f(x_i) - y_i) - (f(x_j) - y_j))$, and $\alpha$ is the value of the new alpha (the solution without restriction).

After that I have computed the new $\alpha$ for first sample and I checked and forced it to hold the KKT conditions (to be between 0 and C). After that I have computed the new $\alpha$ for the second sample using the formula $\alpha_j = s(\alpha_{old} - \alpha_i) - \alpha_{old}$. I have modified all the sets using the new $\alpha$. Thus for the first sample if the new $\alpha$ is greater than zero it is included in the “$m_{supportVector}$” set, otherwise it is eliminated if it is in set. If $\alpha$ is between 0 and C and the topic is positive this sample is included in “$m_{I0}_p”$ otherwise it is eliminated from the set if it is, etc. We repeat that with the
second sample. After that I have updated the weight vector for all the attributes using the formula:

\[ w = \sum_{i=1}^{n} \alpha_i y_i x_i \]

Using the new objective function we can compute the classifier error for all samples, the inferior and the superior limit of the margin of the hyperplane \( b \), and the inferior and superior margin of the domain for choosing sample “m_iUp” and “m_iLow”.

To speed up the computing process, I have used in my program a large matrix called “m_store” in which I have stored the outputs for the kernels computed between two samples. The next time when I need the value, I will take it from the matrix. I have put the value in this matrix after I have calculated the value of the kernel. I use the trick that the value of kernel for two variables is constant in report with evolution of variables from algorithm.

There is a different approach of the algorithm for linear kernel and others kernels. In the case of the linear kernel the objective of the algorithm is to compute the weight from the initial decision function taking into consideration the primal optimization problem “\( f(x) = \text{sgn}(<w, \Phi(x)> + b) \)”.

The linear kernel is a particular case of the polynomial kernel, when the degree is 1. We take into consideration only the weight because with this type of kernel, the data is kept in the original space. In almost all cases this type of kernel, presented by some researchers separately, obtains poor results in the classification. Also it is used especially when the algorithm based on support vectors is used for feature selection because it produces a separate weight for each attribute. Other type of kernels used, like the polynomial kernel with the degree greater then 1 and the Gaussian kernel, use decision function \( f(x) = \text{sgn}(\sum_{i=1}^{n} y_i \alpha_i k(x_i, x) + b) \) that comes form dual optimization problem (where I compute only the Lagrange multipliers \( \alpha \).

### 3.5 Probabilistic Outputs for SVM

The standard SVM doesn’t have an output to measure the confidence of the classification. Platt in [Pla99_2] presents a method for transforming the standard SVM output into a posterior probability output. Posterior probabilities are also required when a classifier is making a small part of an overall decision, and the classification outputs must be combined for the overall decision. Thus the author presents a method for extracting probabilities \( P(\text{class} / \text{input}) \) from the output of SVM. These can be used for post processing classification. This method leaves the SVM error function unchanged. For classification in multiple classes, the class is chosen based on maximal posterior probability over all classes. The author follows the idea of [Wah99] for producing probabilistic outputs from a kernel machine. Support Vector Machine produce an uncalibrated value that is not a probability, and if signum function is applied it obtain only two values (-1 and 1).

\[
    f(x) = \text{sgn}(\sum_{i=1}^{n} y_i \alpha_i k(x_i, x) + b)
\]

(3.45)

that lies in a Reproducing Kernel Hilbert Space. Training a SVM minimizes an error function that penalizes an approximation of the training misclassification rate plus a penalty term. Minimizing the error function is also minimizing a bound on the test misclassification rate, which is also a desirable goal. An additional advantage of this error function is that minimizing will produce a sparse machine where only a subset of possible kernels is used in the final machine.

\[
    P(\text{class}|\text{input}) = P(y = 1|x) = p(x) = \frac{1}{1 + \exp(-f(x))}
\]

(3.46)
where \( f(x) \) is the output function for SVM. Instead of estimating the class-conditional densities \( p(f \mid y) \), the authors suggest using a parametric model to fit the posterior probability \( P(y=1 \mid f) \) directly. The parameters of the model are adapted to give the best probability outputs. The authors analyse the empirical data and see that the density are very far away from Gaussian. There are discontinuities in the derivatives of both densities and positive margin \( f=1 \) and the negative margin \( f=-1 \). These discontinuities occur because the cost function also has discontinuities at the margins. The class-conditional densities between the margins are apparently exponential and the authors suggest the usage of a parametric form of the sigmoid:

\[
P(y = 1 \mid f) = \frac{1}{1 + \exp(Af(x) + B)} \tag{3.47}
\]

This sigmoid model is equivalent to assuming that the output of the SVM is proportional to the logarithmical probabilities of positive samples. This sigmoid model has two parameters which are trained independently in an extra post processing step. They are trained using the regularized binomial likelihood. As long as \( A < 0 \), the monotony of (3.45) is assured. The parameters \( A \) and \( B \) from (3.47) are found using maximum likelihood estimation from the training set \((f_i, y_i)\). The complete algorithm for computing the parameters \( A \) and \( B \) is presented in [Pla99_2]. Also this method was used by Kai in [Kai03] using only a single parameter.
4 Experimental Research

4.1 Background Work

4.1.1 Experimental Data Sets and Feature Selection

In this section, I will describe the process of extracting useful data that I will use and the developed applications. I have used for experiments the Reuters-2000 collection [Reu2000], which includes a total of 806791 documents, with news stories. The Reuters collection is commonly used in text categorization research. Due to the huge dimension of the database I have chosen only a subset of data that I will work upon referred to as Subset-c152. Thus form all 806791 documents I have selected those documents that are grouped by Reuters in “System Software” (I330202) by industry. After this classification there are 7083 documents left to work on. In the resulting documents there are 63 different topics for classifying, according to Reuters. For binary classification I chose the topic “c152” that means “Comment /Forecasts”, according to Reuters codes. I have chosen topic “c152” as only about 30% of the data belongs to that class so the algorithm can actually learn. Those 7083 articles are divided randomly into a training set of 4722 documents and a testing set of 2361 documents (samples). Most researchers take in consideration only the title and the abstract of the article or only the first 200 words from each piece of news. In my evaluation I take into consideration the entire news and the title of the news in order to create the characteristic vector. I have used the bag-of-words approach for representing the documents as presented in section 2.

Text categorization is the problem of automatically assigning predefined categories to free text documents. The major problem is the high dimensionality of the feature space. Automatic feature selection methods include the removal of non-informative terms according to corps statistics and the construction of new features which combine lower level feature into higher level orthogonal dimensions. In feature selection the focus consists in an aggressive dimensionality reduction. In Subset-c152 we have 19038 distinctive attributes that represent in fact the root of the words form the documents. A training algorithm with a vector of this dimension is time consuming and in almost all cases the accuracy of the learning is low due to the noise in data. For feature selection I have evaluated three methods including term selection based on document frequency. The first method that I used is Information Gain with different thresholds. By varying the threshold I have obtained a number of features varying from 41 for the threshold equal to 0.1 to 7999 for the threshold equal to 0.001. The method was presented in section 2.2.1. Another method used is Support Vector Machine algorithm with linear kernel like in [Mla02]. For this I use the threshold between 0.1 and 0.001 obtaining a number of features between 427 and 12936. As we will see a relatively small number of features make the classifier work better than with many features. The same conclusions were drawn in [Gab04].

For the text mining step I have created a java package “ReadReuters” that uses few classes from the package ir.jar [IR] in order to extract the data (the root of the words and the number of appearances) from the documents. This package generates the four files presented in section 2.1.

For the learning and testing step I have implemented a Java application using the algorithm presented in [SCK02] based on a support vector technique. For this algorithm I have added the idea proposed by Platt in [Pla99_2] for the probabilistic output of SVM presented in section 3.5 of this report. I have tested this algorithm using the Subset-c152 for classifying in two classes and I have tested different kernels and degrees of kernels for the SVM algorithm. Also I have analyzed...
different methods of feature selection like Information Gain and feature selection using Support Vector Machine. When using feature selection with different thresholds there can be cases when all the attributes (features) into a vector are zero (the document doesn’t contain the selected attributes) and in this case we eliminate that vector. This kind of documents won’t be represented by any vector so their value will be lost. Thus we can have a smaller number of samples in the training or the testing set. The number of documents presented above is obtained for the minimum threshold.

4.1.2 Application’s Parameters

All applications run and accept parameters from command line. We have done this as we are more interested in the results of the learning process instead in a graphical interface. All learning results will be stored in a file. Even though we have created a simple graphical interface to see the way the classes look like for the two dimensional model.

The application for the data mining step has the following command line:

```java
java supportVector.ReadReuters -t <folder name> [-T <threshold value>] [-f <feature selection method>]
```

Where the options are:
- `"-t <folder name>"` – the name of the folder where the Reuters files are located (or other files in Reuters format). This option is compulsory.
- `"-T <threshold value>"` – value of the threshold, the number of occurrences of the word in all documents. If this option is omitted default value is 0.
- `"-f <feature selection method>"` – the method used for feature selection. You can choose from Information Gain, Average entropy, Mutual information or no method of feature selection.

If the compulsory options is omitted or it is called using option “-?” the application returns a message with all these options.

The learning application has the general command line:

```java
SupportVector.UseSVM -t <training file> -v <testing file> [-k <kernel types>] [-c <degree or constant>] [-d <type of attributes>] [-f <SVM feature selection>]
```

Where the options are:
- `"-t <training file>"` - where training file is the name of the file containing the training set - this option is compulsory
- `"-v <testing file>"` - where testing file is the name of the file containing the testing set - this option is compulsory
- `"-k <kernel's types>"` – type of kernel. If we want to test using polynomial kernel we need to write “-k POL”, for radial basis function kernel we need to write “-k RBF”. If this option is omitted the default value is polynomial kernel.
- `"-c <degree or constant>"` – For polynomial kernel it represents the degree of the polynomial and for the RBF kernel it represents the constant of the denominator. Any double value is admitted. If this option is omitted the default value is 1.
- `"-d <type of attributes>"` – type of attribute representation in the training and testing sets. Possible values are “BIN” for binary representation, “NOM” for nominal representation, “SMART” for Connell Smart representation. The default value is BIN.
- “-f <SVM feature selection>” – it is used when we want to use the algorithm as a feature selection algorithm. The double value represents the value of the threshold.

If the compulsory option is omitted or if the application is called using option “-?” the application returns a message with all the options above.

The java applet has all the parameters of the learning application besides the training and testing files as the data is taken from the interface. The training data is considered to be the points given by the user and testing data are all the points of the applet.

### 4.1.3 Types of Kernels Used

The purpose of the kernel is to transpose the training data from the input space in a higher dimensional feature space and to separate the data in this new space. The idea of the kernel is to compute the norm of the difference between two vectors (the cosine of the angle between the two vectors) in a higher dimensional space without representing those vectors in the new space (kernel trick). In order to use the kernel trick we need to express the kernel in terms of dot products. In practice we can see that by adding a scalar constant to the kernel we can get better classifying and clustering results. In this report I tested a new idea to correlate this new scalar with the dimension of the space where the data will be represented because I consider that those two parameters (the degree and the scalar) need to be correlated.

I will present the results for different kernels and for different parameters of each kernel. For the polynomial kernel I change the degree of the polynomial and for the Gaussian kernel I change the constant C according to the following formulas:

- **polynomial**
  
  \[ k(x, x') = \left(2 \cdot d + \langle x \cdot x' \rangle \right)^d \]
  
  - \( d \) being the parameter to be modified

- **Gaussian (radial basis function RBF)**
  
  \[ k(x, x') = \exp\left(-\frac{\|x - x'\|^2}{n \cdot C}\right) \]
  
  - \( C \) being the parameter to be modified and \( n \) being the number of elements greater that 0 from the input vectors.

\( x \) and \( x' \) being the input vectors.

For the linear kernel I used the polynomial kernel with degree 1. Linear kernel was also used for feature selection.

### 4.1.4 LibSvm

Almost all researchers present their results using an implementation of support vector machine technique called "LibSVM" available at [LibSvm]. LibSvm is a simple, easy-to-use, and efficient software for SVM classification and regression. In almost all cases I try to present results of classification of my application versus the results obtained for the same set using LibSvm. LibSvm is a command line application and allows the user to select different algorithms for SVM, different types of kernels and different parameters for each kernel. LibSvm implemented five type of SVM (C-SVM, nu-SVM, one-class SVM, epsilon-SVR and nu-SVR) and has 4 types of kernels (linear, polynomial, Gaussian and sigmoid). The forms of the kernels that we used are:

- **polynomial**
  
  \[ k(x, x') = (\gamma x \cdot x' + \text{coef}0)^d \]
  
  , where \( \gamma, d \) and \( \text{coef}0 \) are variables.

- **radial basis function (RBF)**
  
  \[ k(x, x') = \exp\left(-\gamma \|x - x'\|^2\right) \]
  
  , where \( \gamma \) is variable.
The default value of \textit{gamma} is $1/k$, $k$ is the number of attributes, the default value of $d$ is 3, and the default value of $\text{coef0}$ is 0.

I will use for comparisons only “C-SVM” and “one-class SVM” with different parameters. I will compare with C-SVM for supervised classification and with “one-class SVM” for unsupervised case (clustering).

4.2 Graphical Interpretation

The developed java applet offers the possibility to see a graphical visualization of the results of the algorithm into a bidimensional space. The applet offers functions like: saving and loading data training files containing points belonging to one or more classes. My application can work up to 7 classes but I will present results only for three classes as the LibSvm application can only work up to 3 classes. I will present results for different type of kernels and different degrees for my application and in comparison with LibSvm using the same characteristics. I have called my application “UseSvm_toy”.

4.2.1 SVM Classification

I have tested the graphical interface for two types of kernels: polynomial and Gaussian. I will present now the results for the polynomial kernel. In order to have an equivalent comparison I have chosen \textit{gamma}=1 and \textit{coef0} = 2*d in LibSvm.

![Figure 4.1- Polynomial kernel with degree 2. Left - LibSvm; Right - UseSVM_toy](image)

For the degree 2 LibSvm has 3 errors in the testing part and UseSVM_toy has 4 errors. The number of support vectors ($sv$) for LibSVM (27) is smaller the number of $sv$ for UseSVM_toy (40).

As follows I will present the results for the degree equal to 4. For this type of kernel LibSVM and UseSVM_toy work better. They also work better for degrees greater then 4.
In the case of polynomial kernel if we have mixed data (the classes are very close to each other) or we have a clump of data bounded by other data, the results are very poor for small degrees of the kernel. We present these cases in Figure 4.3. We need to use a degree greater than five to obtain good results with the LibSvm. For UseSVM_toy the result are good for degree greater or equal with 4.

Using the default parameters of LibSvm leads to poor results. If we use the degree 2 it can still find 3 classes but for higher degrees it groups all the data into a single class. I have noticed that even though many researchers use no bias, the learning process is improved if we use a value of the bias equal to twice the value of the degree. It is logical that the bias and the kernel degree are interconnected as changing one leads to a shift in the points. Those parameters I think need to be connected because when changing the representing space the bias needs to be modified in the new space.
The main advantage of the polynomial kernel is that it has a smaller number of support vectors. As a consequence we have a reduced time for testing. In order that mixed data is classified correctly we need a greater kernel degree which implies a longer time for training. In almost all cases we do not know how does the data look like, thus we need to use a greater value of the degree to obtain better results or we need to try to find the optimal degree.

I will present now the visual results for the Gaussian kernel varying of the variable $C$. The Gaussian kernel is known to work better than the polynomial kernel on both separated data and overlapped data. This is why I will present only the results for overlapped data. One of the disadvantages of the Gaussian kernel is that the number of support vectors is greater than in the case of the polynomial kernel. In order to establish an equivalence between the two application we need to use $\gamma = \frac{1}{nC}$, where $n$ needs to be 2.
4.2.2 One-Class SVM

In this section I will present some visual results obtained using clustering based on Support Vector Machine methods. The mathematical part of this method was presented in section 3.3. For clustering I will present results only for the Gaussian kernel because it obtains the best results in comparison with other kernels and is constantly used in the literature for clustering. The parameters that need to be modified for this application are $C$ – the constant for Gaussian kernel and $\nu$ the percentage of data that are initially chosen. In the beginning I will present results using a java applet that offers the possibility of a graphical visualization of the results. The results obtained using testing files will be presented in section 4.4.5.

I will present now the influence of constant $C$ on the number of classes.
By modifying the constant $C$ we actually modify the accuracy, a small $C$ leads to smaller clusters and more disconnected clusters. As $C$ decreases, the dimension of the features space where the data is mapped increases. As $C$ decreases the border of the clusters is more accurate (it fits the data better).

As follows I will present the influence of the initially chosen data (I will consider percentages of data) on the results obtained in clustering.
We can see that the percentage of initially chosen data has a substantial influence on the evolution of the algorithm for the same value of constant $C$. When we have a large number of initial data (large value of $\nu$) we have one great class or more and smaller classes. When we have a small value of $\nu$ we have a smaller dimensional class and a small number of classified data. I have also noticed that for value of $\nu$ greater than 0.5 the algorithm classified all data in the same cluster.

### 4.3 Feature Subset Selection Using SVM

In [Mla02], Mladenic et. al. present a method for selecting features based on linear support vector machine. The authors compare more traditional feature selection methods, such as odds ratio and Information Gain, in achieving the desired tradeoff between the vector sparseness and the classification performance. The result indicates that at the same level of sparseness, feature selection based on normal SVM yields better classification performances. First the authors train the linear SVM on a subset of training data and retain only those features that correspond to highly weighted components (in the absolute value sense) of the resulting hyperplane that separates positive and negative samples. The reduced feature space is then used to train a classifier over a large training set because more documents now fit into the same amount of memory. This idea was also presented in [Dou04]. In [Jeb00][Jeb04] are explained the advantages of using the same methods in the features selection step and in the learning step.

Following this idea I have used my algorithm of SVM with linear kernel in the step of feature selection. Thus the text mining step becomes a learning step that trains over all the features (attributes, in my case 19038) and it tries to find the hyperplane that splits the positive and negative samples. The resulting weight vector in the decision function has the same dimension as the feature space. Using this weight vector we select only the features with an absolute value of the weight that exceeds a specified threshold. The resulting set has a smaller dimension and it is then splat randomly in the training and testing set. The resulting sets are then used in the learning step of the algorithm.

For the threshold I use different values, ranging from 0.1 to 0.001. Thus for a threshold equal to 0.001 I have obtained 12936 attributes. This number of attributes is reduced to 427 for a threshold
equal to 0.1. The results in comparison with other classical features selection are presented further on. In [Jur03] the authors go even further on to grammatical semantic parsing using support vector machine adding different weights to words appearing in different parts of the phrase.

4.4 Classifying using Support Vector Machine. Implementation Aspects and Results

Because there are many ways to define the term-weight, I represent the input data in different formats in my application, and I try to analyze their influence. I take into consideration three formats for representing the data [Cha03].

a) **Binary representation** – in the input vector I store “0” if the word doesn’t occur in the document and “1” if it occurs without considering the number of occurrences. The weight can only be 0 or 1.

b) **Nominal representation** – in the input vector we compute the value of the weight using the formula:

\[ TF(d,t) = \frac{n(d,t)}{\max \{ n(d,t) \} \} , \]  

where \( n(d,t) \) is the number of times that term \( t \) occurs in document \( d \), and the denominator represents the value of term that occurs the most in document \( d \), and \( TF(d,t) \) is the term frequency. The weight can take values between 0 and 1.

c) **Connell SMART representation** – in the input vector we compute the value of the weight using the formula:

\[ TF(d,t) = \begin{cases} 
0 & \text{if } n(d,t) = 0 \\
1 + \log(1 + \log(n(d,t))) & \text{otherwise} 
\end{cases} \]  

where \( n(d,t) \) represent number of times term \( t \) occurs in document \( d \). In this case the weight can take value 0 if the word does not exist in the document and between 1 and 2 if it exists. The value of the weight is bordered by 2 for reasonable numbers of appearances of a word in a document (less than \( 10^9 \) if the logarithm used is based 10).

The ideas of separating these representations are that we can either measure if the word appears or not in the document or we can measure how often the word appears in a document by scaling the number of appearances or we can have a scaled value if the word appears in the document and 0 if it doesn’t. In the last case the scaled value creates a gap between the values for no word and the value of one appearance.

Because the above formulae represent a local normalization (only for the document and not for the entire set of documents) we can also make a global normalization which introduces a measure over all the documents from the set (not all axes from the vector space are equally important). We can compute this global norm by using the IDF (Inverse Document Frequency):

\[ IDF(t) = \log \left( \frac{1 + |D|}{|D_t|} \right) , \]

where \( D \) is the document collection and \( D_t \) is the set of documents that contain term \( t \). If \( |D_t| \ll |D| \) the term \( t \) will enjoy a large IDF scale factor and vice versa.
TF and IDF are combined into the complete vector-space model in an obvious way: the coordinate of document $d$ in axis $t$ is given by:

$$d_t = TF(d,t) \cdot IDF(t)$$

The results obtained using a global normalization (Connell SMART system) were very bad and I shall not present them in this report.

For binary classification I chose one class and I considered all documents that were classified by Reuters in that class as the positive class and the rest of the documents (that are classified in other classes) will be considered to be in the negative class. For multiclass classification I took separately each class versus the rest and I obtained for each class a classifier that is, in fact, a hyperplane that separates a positive and negative documents for the class.

### 4.4.1 Binary Classification

These results are obtained on training and testing when the dimension of the set equals to 7083 documents and 19038 features taken from Reuters2000 [Reu2000]. For all the results I have used a tolerance (that occurs in the stopping criteria, Section 3.1) equal to $1.0 \times 10^{-6}$. In the case of binary classification I have selected class “c152” that contains 2096 documents in the positive class and the rest (4987) will be in other classes, according to Reuter’s classification. I have chosen this class because it offers equilibrium between positive class and negative class. There are other classes that have more samples (for instance “ccat” has 7074 positive samples and “c15” has 3645 positive samples from a total of 7082) but in this case the classifier doesn’t learn. For good learning we need to have a balance between positive samples and negative samples, maybe the number of negative samples has to be a little larger than the number of positive samples. These samples are split randomly into training and testing files. Because we want to use the files concurrently we have generated them using the same distribution this leading to the same number of features and in the same order in both the training and testing files.

In the following charts we will present the results as percentages of correctly classified samples (classification accuracy). We will present now the influence of various feature selection methods on various types of representation and on various kernels (polynomial and Gaussian) in learning.

#### 4.4.1.1 Polynomial Kernel

We will now analyze the influence of data representation and kernel degree, for different thresholds of the Information Gain.

- Information Gain, threshold equal to 0.08, 63 features
Figure 4.7 – Classification accuracy for a set with 63 features and polynomial kernel

- Information Gain, threshold equal to 0.01, 1309 features

Figure 4.8 – Classification accuracy for different kernel degrees and 1309 features

- Classification accuracy for 2388 attributes resulting for Information Gain with the threshold equal to 0.005

Figure 4.9 – Classification accuracy for 2488 features
- Information Gain, threshold equal to 0.001, 7999 features

![Figure 4.10 – Accuracy of classification for different kernel degrees and 7999 features](image)

For the Binary representation of the attributes (used constantly in the literature) the results are not so good. Better results are obtained for Nominal representation and usually have the same value for different kernel degrees. The Binary representation obtains its best results for small degrees. We can also see that the type of representation is irrelevant for small values of the degree. For Nominal representation the results are pretty good even for higher values of the degree of the kernel. We can see from the charts that the best results are obtained for the nominal representation with degrees between 4 and 7.

Bellow I want to present the correlation between the number of features and kernel degree for accuracy of classification for nominal representation of the data.

![Figure 4.11 – The features number influence on classification accuracy for the polynomial kernel](image)

Analyzing now the number of selected features for the Nominal representation we can see that if we choose less then 1% of the data (63 features) the learning results are usually poor. If we choose more features, 6% of the data (1309 features), the learning results increase significantly but if we
increase the number of features to more than 10% of the data (2488 features or 7999 features) the results don’t increase so much or they even drop. As the number of features grows the learning time increases exponentially. Even though when we have a smaller number of features the data set is smaller, the results are not influenced as they are presented in percentages. The number of reduced vectors is in this case insignificant.

Because we are also interested in the number of support vectors resulted after training we have presented them in Table 4.1. As we said before, we can have situations when we have a smaller number of samples in the training or testing sets because there are samples with all the feature values zero. We will present the percentage of support vectors from the training set.

<table>
<thead>
<tr>
<th>d – kernel’s degree</th>
<th>#attrib</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>feature representation</td>
<td></td>
<td>63</td>
<td>1309</td>
<td>2488</td>
<td>7999</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td># of SVs- Binary</td>
<td></td>
<td>40.13</td>
<td>50.80</td>
<td>50.47</td>
<td>35.77</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>64.78</td>
<td>31.00</td>
<td>33.33</td>
<td>41.74</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>66.54</td>
<td>36.21</td>
<td>37.72</td>
<td>61.88</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>27.23</td>
<td>57.22</td>
<td>57.52</td>
<td>77.64</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>46.54</td>
<td>65.57</td>
<td>66.31</td>
<td>69.21</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>71.62</td>
<td>63.55</td>
<td>75.29</td>
<td>81.87</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>56.95</td>
<td>68.36</td>
<td>77.23</td>
<td>10.95</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>55.19</td>
<td>33.27</td>
<td>33.12</td>
<td>35.77</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>44.29</td>
<td>42.71</td>
<td>50.59</td>
<td>54.90</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>61.91</td>
<td>73.08</td>
<td>53.37</td>
<td>39.34</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>42.71</td>
<td>50.59</td>
<td>54.90</td>
<td>61.91</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| # of SVs Nominal     |         | 38.96| 56.93| 56.99| 56.69|     |     |     |     |
|                      |         | 62.65| 23.44| 25.10| 26.83|     |     |     |     |
|                      |         | 67.93| 23.91| 25.82| 28.06|     |     |     |     |
|                      |         | 82.03| 24.63| 25.98| 28.27|     |     |     |     |
|                      |         | 11.95| 37.15| 28.65| 41.38|     |     |     |     |
|                      |         | 83.99| 33.35| 35.35| 36.19|     |     |     |     |
|                      |         | 64.08| 32.23| 37.17| 34.05|     |     |     |     |
| Average              |         | 52.39| 34.51| 36.43| 40.23|     |     |     |     |

| # of SVs CONNELL SMART |         | 39.74| 50.56| 50.61| 50.44|     |     |     |     |
|                       |         | 62.32| 34.86| 37.10| 35.28|     |     |     |     |
|                       |         | 62.41| 33.14| 55.12| 59.28|     |     |     |     |
|                       |         | 14.41| 23.14| 55.12| 59.28|     |     |     |     |
|                       |         | 7.78 | 59.89| 62.73| 79.82|     |     |     |     |
|                       |         | 49.72| 71.92| 75.67| 81.81|     |     |     |     |
|                       |         | 68.27| 76.05| 76.68| 82.32|     |     |     |     |
|                       |         | 49.65| 28.97| 30.71| 17.85|     |     |     |     |
| Average               |         | 48.04| 40.53| 43.89| 40.49|     |     |     |     |

Table 4.1 – Percentage of support vectors for the polynomial kernel

In the shaded lines from Table 4.1 we have stored the average of support vectors percentage resulting for different number of attributes. We can see from the charts (Figure 4.7 to Figure 4.10) that the best results are obtained for the nominal representation with degrees between 4 and 7. Comparing those results with the number of support vectors we can see that the best choice would be degrees 5 or 6 because it has the smallest number of support vectors and a high accuracy. Thus for the polynomial kernel the best results are obtained using the nominal representation of the data, and choosing only 6% from initial number of attributes and kernel degree 5.

4.4.1.2 Gaussian Kernel (Radial Bases Function – RBF)

For this type of kernel we also tested the influence of feature representation, influence of kernel degree on the accuracy of prediction, and also the number of resulting support vectors.

- Classification accuracy for 63 attributes resulting from Information Gain with the threshold equal to 0.08
Figure 4.12 – Classification accuracy for different values of constant C

- Classification accuracy for 1309 attributes resulting from Information Gain with the threshold equal to 0.01

Figure 4.13 – Classification accuracy for a set with 1309 features

- Classification accuracy for 2488 attributes resulting from Information Gain with the threshold equal to 0.001

Figure 4.14 – Accuracy of classification for IG threshold 0.005 and Gaussian kernel
Classification accuracy for 7999 attributes resulting from Information Gain with the threshold equal to 0.001

For a small number of features learning with the Gaussian kernel is also poor. The accuracy of the classification increases significantly for the width parameter $C$ larger than 0.5. The Connell Smart representation obtains in this case slightly better results then the Binary representation. Comparing the results of the Gaussian kernel with the results of the polynomial kernel we notice that the Nominal representation works worse in the first case. This can be worse because it works with very small numbers. In the Nominal representation we have values in the domain $[0,1]$ and for the Gaussian kernel this value is divided by the number of features making this value even smaller and thus reducing the importance of the value.

A better result was obtained for a value of coefficient $C$ between 0.5 and 2.7 and Connell Smart representation of the attributes.
We can see the same tendency as in the polynomial kernel as far as the number of features involved in the learning is considered. We notice that for a small percentage of data considered (less than 1%) the learning accuracy is poor. We also notice that for a higher percentage of data (more than 10%) the learning accuracy starts to decrease. The best results were obtained for a percentage of chosen data between 6% (1309) and 10% (2488).

We will present now the resulting percentage of support vectors for the Gaussian kernel:

<table>
<thead>
<tr>
<th>Coefficient C Feature representation</th>
<th>#attrib</th>
<th>0,01</th>
<th>0,05</th>
<th>0,1</th>
<th>0,5</th>
<th>0,7</th>
<th>1,0</th>
<th>1,4</th>
<th>2,1</th>
<th>2,7</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>63</td>
<td>96.22</td>
<td>96.20</td>
<td>96.28</td>
<td>71.03</td>
<td>62.04</td>
<td>58.02</td>
<td>41.50</td>
<td>38.27</td>
<td>18.19</td>
</tr>
<tr>
<td></td>
<td>1309</td>
<td>99.98</td>
<td>100.00</td>
<td>100.00</td>
<td>71.52</td>
<td>56.08</td>
<td>47.04</td>
<td>42.12</td>
<td>39.50</td>
<td>38.73</td>
</tr>
<tr>
<td></td>
<td>2488</td>
<td>99.79</td>
<td>99.68</td>
<td>99.72</td>
<td>72.26</td>
<td>56.29</td>
<td>51.04</td>
<td>41.42</td>
<td>43.58</td>
<td>39.92</td>
</tr>
<tr>
<td></td>
<td>7999</td>
<td>100.00</td>
<td>99.98</td>
<td>99.92</td>
<td>78.76</td>
<td>63.30</td>
<td>53.07</td>
<td>46.89</td>
<td>43.60</td>
<td>43.03</td>
</tr>
<tr>
<td>average</td>
<td>99.00</td>
<td>98.97</td>
<td>98.98</td>
<td>73.39</td>
<td>59.43</td>
<td>52.29</td>
<td>42.98</td>
<td>41.24</td>
<td>34.97</td>
<td></td>
</tr>
</tbody>
</table>

| # of SVs - Binary                 | 63      | 95.57| 73.55| 53.04| 42.39| 41.20| 41.13| 41.42| 41.92| 43.11|
|                                   | 1309    | 90.17| 39.47| 37.84| 40.32| 40.64| 40.89| 41.34| 41.87| 42.25|
|                                   | 2488    | 81.85| 39.09| 38.23| 36.32| 35.75| 34.75| 34.63| 34.18| 33.84|
|                                   | 7999    | 72.96| 38.52| 38.65| 40.79| 40.96| 41.36| 41.59| 42.12| 42.59|
| average                           | 85.14   | 47.66| 41.94| 39.96| 39.64| 39.53| 39.75| 40.02| 40.45|

| # of SVs - Nominal                | 63      | 96.13| 93.94| 95.13| 74.66| 62.99| 59.13| 32.42| 24.75| 24.68|
|                                   | 1309    | 99.98| 100.00| 99.94| 75.12| 57.75| 57.25| 41.91| 38.16| 37.63|
|                                   | 2488    | 99.83| 99.77| 99.68| 75.26| 59.45| 48.01| 40.77| 47.08| 45.13|
|                                   | 7999    | 99.98| 100.00| 99.94| 81.72| 64.53| 52.90| 45.45| 41.11| 40.60|
| average                           | 98.98   | 98.43| 98.67| 76.69| 61.18| 51.82| 40.14| 37.78| 37.01|

Table 4.2 – Percentage of support vectors for the Gaussian kernel

Considering also the number of support vectors we think that the best choice for learning is C=2.7. We can also see that the number of support vectors for the Gaussian kernel is higher than the number of support vectors for the polynomial kernel in most cases.

**4.4.2 Feature Subset Selection. A Comparative Approach**

In this section I will present results obtained for two methods of feature selection Information Gain and Support Vector Machine. A similar comparison was presented by Mladenic in [Mla99] and the general idea was presented in section 4.3. The authors use the application SvmLight by Thoresten Joachims for feature selection and for classifying data [SvmLight] that is optimized for working with linear kernel. My application has the possibility of working with linear kernel but as it can be observed from the above graphics the results with linear kernel were not so good. This can occur because my application was not optimized for the linear kernel, as a different decision function was used for this type of kernel. I have only optimized the decision function for the other kernels. However I use my application with the linear kernel in the first step of features selection like it was presented by Mladenic in his article. Than I use the application in the classification step with the polynomial and the Gaussian kernel and with several values of kernel degrees. Thus I try to find out if the SVM feature selection method is comparable with the Information Gain method. For tests I have used the same data set “Subset-c152” and I have used the same three methods of data representation.
For features selection using Support Vector Machine I used different thresholds trying to obtain the same numbers of features as when I used Information Gain. I will present results comparatively for Information Gain (IG) and SVM features selection. For features selection using SVM I used the absolute value of weights obtained after training to compare it with the threshold. For the same threshold as in the IG I have obtained a different numbers of features. For example for threshold 0.08 I obtained 538 features for SVM and 63 for IG. Because there is a great difference between the numbers of features I use different thresholds to obtain an equivalent number of features. Thus for threshold equal with 0.1 I have obtained 427 features with SVM method and for threshold equal with 0.025 I have obtained 447 features. In that follow I will compare those values for all type of input data representation.

![Figure 4.17](image1)  
*Figure 4.17 – Comparison between IG and SVM, approximately 427 features, polynomial kernel*

It can be observed from the chart that in almost all cases the results obtained with SVM features selection method are a little greater than results obtained when using Information Gain method.

I will also present results for the Gaussian kernel for all types of data representation.

![Figure 4.18](image2)  
*Figure 4.18 - Comparison between IG and SVM, approximately 427 features, Gaussian kernel*
Another comparable case with more features is obtained when using a threshold equal to 0.01 for features selection using SVM and for a threshold equal to 0.005 for Information Gain. In the first case I have obtained 2493 features while in the other one I have obtained 2488 features. As follows I will compare those values for all type of the input data representation.

![Figure 4.19 - Comparison between IG and SVM, approximately 2488 features, polynomial kernel](image)

It can be observed from the chart that in almost all cases the results obtained with SVM features selection method are equivalent to the results obtained when using Information Gain method. We will now present the results obtained for the Gaussian kernel and all types of input data representation.

![Figure 4.20 - Comparison between IG and SVM, approximately 2488 features, Gaussian kernel](image)

As follow I will present the influence of vector dimension on the classification accuracy. For the following tests I have used all data sets (those obtained using Information Gain and those obtained using SVM features selection). I will also present the results for different kernel degrees for polynomial and Gaussian kernel. For polynomial kernel I choose to present the results for nominal representation only because in almost all cases it obtained better results. For the Gaussian kernel I choose to present the results for Connell SMART representation because it obtains better results than for binary or nominal representation.
As it can be seen there is no big difference between these two types of feature selection. The number of features is very important. As it can be seen for a small numbers of features (41 and 63 features) the results are better for a small value of the kernel degree, and for a large enough number of features, between 427 (4% from all features) and 2488 features (10% from all features) in our case, the results are not strongly influenced by the kernel degree in both cases (polynomial and Gaussian kernel). For the number of chosen features greater then 10% from the initial set the result decrease and the time of training and testing increases. The results presented in [Mla02] on data sets created using SVM features selection method are better than the results obtained on sets created using Information Gain. This could be because Mladenic uses an optimized version of SVM for the linear kernel and his results were only presented for the linear kernel.
4.4.3 LibSvm versus UseSvm

In this section I want to present a short comparison between the results that I obtained with LibSvm and my application – UseSvm. I have used four distinct sets for these tests. The sets were obtained using SVM feature selection. I will present results for the polynomial kernel and the Gaussian kernel. I will use equivalent parameters for both applications. As LibSvm has more parameters than UseSvm I have left on default value the parameters that appear only in LibSvm.

For the polynomial kernel I have obtained the following results by varying the degree of the kernel and the number of features. The numbers following the name of the application represent the number of features used for testing:

![Graph showing the comparison between LibSvm and UseSvm for polynomial kernel with different degrees.](image)

We can notice that the results obtained by UseSvm are better than the results obtained by LibSvm (there is only one difference, for degree 1). LibSvm learns a little bit better for a small number of attributes but a lot worse than UseSvm. We notice little change in the accuracy of learning for LibSvm as we change the degree of the kernel (except for linear kernel).

Usually when learning with a polynomial kernel researchers use a kernel that looks like $(\langle x \cdot x' \rangle + b)^d$ where $d$ and $b$ are variable parameters. “$d$” is the degree of the kernel and in learning with kernels it is used as a parameter that helps us map the input data into a higher dimensional space. This is why this parameter is intuitive. The second parameter “$b$”, is not so easy to infer. If it is not specified the results are usually poor. In all studied articles, the researchers used them, but they don’t present a method for selection. I notice that if this parameter was avoided the quality of results can be poor. It is logical that there is an influence between parameters $d$ and $b$ because the offset needs to be modified as the dimension of the space modifies. Because of this I suggest using “$b=2*d$” in my application and in testing I obtained good results. In the results presented above I have used the default value for $\text{coef0}$ (0) for LibSvm with the polynomial kernel. So the poor results obtained in comparison with UseSvm results are justifiable.

Below I want to present results obtained when using equivalent values (same degree and same bias) of the kernel with both LibSvm and UseSvm in comparison with the default values for the kernel in LibSvm (where we only modify the degree of the kernel). I will present the results obtained for each of the three testing application in separate graphics for each chosen number of
features. In order to obtain equivalent values for those two applications I will specify for LibSvm the value of the kernel degree and the value of “coef0” that will be twice the kernel degree (specified in the command line).

![Figure 4.24](image)

Figure 4.24 - UseSvm versus LibSvm and LibSvm with coef0, polynomial kernel, 427 features. We notice that generally UseSvm obtains the best results.

![Figure 4.25](image)

Figure 4.25 - UseSvm versus LibSvm and LibSvm with modified coefficient, polynomial kernel (531 features)

In the two charts above there is no value for LibSvm with coef0 for the degree 10 as in testing it has exceeded time limits and there were no results (more than 4 hours using a computer with P IV at 3.2Gh). I notice that LibSVM with a small number of features and greater kernel degree doesn’t work (I tested with degree equal with 10 and 15). For a greater number of features this problem didn’t occur any more.
We have obtained the best results for degrees varying from 3 to 7. No matter how many features are used we see that in almost all cases the accuracy of learning is greater for UseSvm than for the others. As for the degree equal to one UseSvm uses a different decision function we also notice the poor results.

For the Gaussian kernel we obtain the following results. There is a problem in creating the equivalence between the parameters of UseSvm and LibSvm as we have the following relationship

\[ gamma = \frac{1}{nC}, \]

where \( gamma \) and \( nC \) vary. For this type of kernel in UseSvm this parameter “\( n \)” represents the number of vector attributes greater than zero. It is difficult to correlate this parameter from the command line. LibSvm only uses \( gamma = \frac{1}{n} \) as default. So I just correlate parameter “\( gamma \)” in LibSVM with parameter “\( C \)” from UseSVM. The only case of equivalence between the two programs is obtained for default value of \( gamma \) in LibSvm and for \( C=1 \) in UseSvm. This case is presented separately as “def”. Also in this case I vary the number of features. The numbers following the name of the application represent the number of features used for testing:
Figure 4.28 – UseSvm versus LibSvm Gaussian kernel with different value of $C$-Gaussian kernel. We can observe that generally UseSvm obtains better results than LibSvm. For the default value LibSvm obtains slightly better results than UseSvm. The best results have been obtained for $C$ greater than 0.5.

Below I will present results obtained when trying to use an equivalent value of the kernel between UseSvm and LibSvm. For UseSvm parameter $n$ represents the number of attributes greater than zero (can vary between 1 and total number of attributes). This parameter I will represent for LibSvm as the total number of attributes at all times. With this parameter LibSvm will obtain better results than LibSvm without this parameter.

Figure 4.29 - UseSvm versus LibSvm and LibSvm with modified coefficient (RBF, 427 features)
We can observe that UseSvm and LibSvm with modified \textit{gamma} coefficient obtain the same results. Also we can observe that the domain for parameter $C$ in which better results are obtained is larger for UseSvm, especially when we use a greater number of features. This might occur because for LibSvm we divide all the time the value of $C$ by the total number of features and for UseSvm is
constantly modified. When the number of features increases the difference becomes significant because there are more features equal to zero.

4.4.4 Multi-class Classification. Quantitative Aspects

The next results are obtained on sets created using Information Gain as feature selection method. For all results I have used a tolerance (that occurs in stopping criterion, Section 3.4) equal to 0.000001. In the case of multi-class classification I tested all possible combinations “one versus the rest” using the method presented in section 3.2. Subset-c152 has 68 distinct topics. From these topics I have eliminated those topics that are poorly or excessively represented. Thus I eliminated those topics that contain less than 100 documents from all 7083 documents in the entire set. I also eliminated the topic “ccat” because it contains 7074 samples from the entire set as it is excessively represented. The elimination was necessary because with these topics we have the risk of classifying all documents into a class using only one decision function while ignoring the others. After doing so I obtained 24 different topics and I compute 24 different decision functions.

The training set and the testing set are obtained in the same manner as for binary classification. In comparison with the dataset used for binary classification in multiclass classification I use a different dataset that has the same numbers of samples as the previous dataset but it has 24 topics (not only one topic like in binary classification) and the samples are not grouped by topic. In the training part for each topic I learned a decision function. In the testing phase each sample is tested with each decision function and is classified in the class for which the value of the decision function is the greatest in absolute value. The results thus obtained are compared with the results proposed by Reuters. Reuters usually classifies a document in more than one class. If the result obtained by us belongs to the set of topics designated by Reuters than we have a correct classification. The training set contains 4722 samples and the testing set has 2361 samples. I will also present the results for polynomial kernel and Gaussian kernel and for three different types of data representation.

For some number of features I tested multiclass classification using all 68 topics and in almost all cases I obtained an accuracy of 99.98% (we have cases in which only one sample wasn’t classified correctly). This can occur if there are more elements into a class (for example “ccat” that occurs in 7074 from 7083). In this case the decision function for this topic will always return the greatest value and the other decision function have no effect in multiclass classification. In this case it is easier to use a static predictor that can have 99.88% accuracy.

a) Results for the polynomial kernel when varying the number of features:
As it can be observed, the general tendency in the two class classification is maintained in multiclass classification. For a small number of features, the learning is better for a small value of kernel degree.
Generally for polynomial kernel the training time is great (one test for one type of representation of input data and one value for kernel degree takes about 1 hour, using a P IV processor at 3.2Gh and 1Gb memory). Generally the results have the same distribution as the results obtained for binary classification but the results are poorer than the results obtained for binary classification with about 7%. Another interesting observation is that we obtain better results for a small value of the kernel degree in comparison with the binary classification.

b) Results for Gaussian kernel (RBF) for different number of features:

![Figure 4.36– Multiclass classification accuracy for 475 features, 24 classes](image1)

![Figure 4.37– Multiclass classification accuracy for 1309 features, 24 classes](image2)
For this type of kernel the learning time was substantially greater than for polynomial kernel (one test for one type of representation of input data and one value of the kernel degree exceeded 8 hours, using a P IV processor at 3.2Gh and 1G memory). And we have the same distribution as for the binary classification. Also the results are poorer that when using a single decision function. As for the polynomial kernel, in the Gaussian kernel the constant $C$ decreases with the increase in accuracy, while in the binary classification constant $C$ and the accuracy have the same tendency. The best results (87.71%) are obtained for $C=1.4$ in comparison to the binary classification where the best results were obtained for $C=2.7$.

### 4.4.5 Clustering using SVM. Quantitative Aspects

In this section I will present the results obtained using clustering algorithm based on support vector machine. The implemented clustering algorithm was presented in section 3.3. As the results obtained using the Gaussian kernel are better then the results obtained using the polynomial kernel and because usually the Gaussian kernel is used in clustering I will present only the results obtained with this kernel and the nominal representation of the initial data. The training and testing sets are obtained using different levels of threshold for Information Gain on “Subset–c152”. There are two parameters that have a great influence on the accuracy of clustering. Those parameters are constant $C$ in the Gaussian kernel and parameter $\nu$ that represents the percentage of data that are initially chosen as support vectors (have $\alpha$ parameter greater than 0). For those parameters I will initialize the Lagrange multipliers $\alpha$ by $\frac{1}{vm}$ where $m$ is the number of features. I will also use two data sets, like for classification, one for training that is used to develop the hyperplane and one for testing that is used to compute the accuracy of clustering. All results are presented in percentage of samples correctly classified. From tests we notice that for a greater value of parameter $\nu$ (over 0.5 that means 50% of data are initially taken into consideration in the first step) the algorithm doesn’t work so good (usually it classifies all documents into the same class). Thus I will present results for values of $\nu$ smaller than 0.5.

At first I will present the influence of parameter $\nu$ and constant $C$ on the accuracy of prediction for training and testing sets with a 2111 number of features using nominal representation.
As it can be observed, the classification accuracy increases when we use a greater value of constant C and when we use a smaller number of initially chosen data. Best results were obtained for C=10 and υ =0.01 (64.99%).

I also notice that when I increase the initial number of samples taken into consideration the number of support vectors increases. This can be seen in the next table.

<table>
<thead>
<tr>
<th>υ</th>
<th>0.1</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1.0</th>
<th>5.0</th>
<th>10.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>27</td>
<td>26</td>
<td>26</td>
<td>28</td>
<td>28</td>
<td>26</td>
<td>25</td>
<td>29</td>
<td>29</td>
</tr>
<tr>
<td>0.1</td>
<td>250</td>
<td>250</td>
<td>250</td>
<td>250</td>
<td>256</td>
<td>256</td>
<td>256</td>
<td>264</td>
<td>250</td>
</tr>
<tr>
<td>0.2</td>
<td>499</td>
<td>502</td>
<td>501</td>
<td>510</td>
<td>508</td>
<td>507</td>
<td>507</td>
<td>499</td>
<td>499</td>
</tr>
<tr>
<td>0.4</td>
<td>1007</td>
<td>1001</td>
<td>997</td>
<td>1110</td>
<td>998</td>
<td>997</td>
<td>999</td>
<td>1009</td>
<td>997</td>
</tr>
<tr>
<td>0.5</td>
<td>1247</td>
<td>1246</td>
<td>1248</td>
<td>1248</td>
<td>1246</td>
<td>1246</td>
<td>1248</td>
<td>1255</td>
<td>1247</td>
</tr>
</tbody>
</table>

Table 4.3 – Variation of number of support vectors for a nominal representation of data

Below I present the influence of the number of selected features for the nominal representation of data. In this case I chose sets resulting using Information Gain method as feature selection. We use sets with 41 features, 63 features, 1309 features and 2111 features and analyze the influence of the number of features on clustering accuracy. I will present the results for C=5.0.
As we can observe the best accuracies are obtained when we have a medium number of features (63 and 1309), the results decrease when we increase the number of features. We can also notice that the best results are obtained for a percentage of features similar to the one in classification (6% -10%). The accuracy decreases from 69.84% for 1309 features to 64.38% for 2111 features.

From Figure 4.39 we can observe that when we have the smaller number of initially chosen data the value of $C$ doesn’t matter so much as the accuracy varies only from 60.62% to 64.99%. When the value of initially chosen data increases the coefficient $C$ has a greater influence on the accuracy which varies from 55.11% to 63.88%.

As a conclusion of this first tests we see that the best parameters is $C=10$ for a small parameter $\nu$ (0.01). Because we are also interested in the response time we present here percentage of support vectors resulted after learning. We will present the values in percentages as the number of documents varies.

<table>
<thead>
<tr>
<th>$\nu$</th>
<th>#features</th>
<th>41</th>
<th>63</th>
<th>1309</th>
<th>2111</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0.6%</td>
<td>0.6%</td>
<td>0.7%</td>
<td>0.6%</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>0.5%</td>
<td>0.5%</td>
<td>0.5%</td>
<td>0.5%</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>25.2%</td>
<td>25.1%</td>
<td>25.1%</td>
<td>25.1%</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.4 – Percentage of support vectors

As we can observe the percentage of support vectors is small in comparison with the number of support vectors used for classification. Considering the best results obtained and the smallest number of support vectors the best choice is 1309 features and 1% of initially chosen data. Even if the best values was obtained for $\nu =0.5 \ (69.84\%)$ this uses 25% of data as support vectors. For $\nu = 0.01$ the accuracy of classification decreased only to 69.63% using only 0.7% of data as support vectors.
5 Conclusions and Further Work

The general process of classifying and clustering text data can be considered as having four steps. In the first step we process the data using text mining. The second step is the step in which we select the features. The third step is the learning step in which data processed above is used as input data in the algorithm. The last step is the testing step when we see how good the learning is. When the learning accuracy is unsatisfactory the process is reloaded. This report approaches all steps presented above and the problems that occurred in each step.

In this report I explored the problem of textual data representation. The current methods used to solve this problem have been exposed, with a special focus on statistical approaches. For this I used representation using bag-of-words for documents, keeping only the root of the word and eliminating the stopwords.

In the features selection step I compare two methods. One method frequently used in the literature Information Gain with a method presented recently by Mladenic in [Mla02] based on new technique using support vectors. As I presented in the report with the SVM method I obtained better results (92.29% for polynomial kernel and 91.78% for Gaussian kernel) than those obtained using Information Gain (91.44% for polynomial kernel and 91.44% for Gaussian kernel). This result is not in contradiction with the results reported on text learning problems, for example by [Mla02]. However the results obtained are not so good as in the specified article because, I think that my implementation of this type of algorithm is not so optimized (linear kernel). This can be seen in section 4.4.3 where I compared my application with a usually used application of SVM (LibSvm). Another problem that can make feature selection with SVM be not so good is that in the features selection step I used all classes (63) and as I presented in section 4.4.4 this can mislead us. As we can see from the results it is not necessary to use more features in the learning process. Actually using more features can decrease the accuracy of learning.

In this report I presented separately the classification and clustering process. For these processes I used a method that was used with great success in the last years in solving nonlinear separable problems. This method is based in fact on learning with kernels and support vectors. Using this method I compared three types of data representation (binary, nominal and Connell Smart representation) for two types of kernels (Polynomial and Gaussian). Considering both points of view I notice that for binary classification:

- the best results for polynomial kernel were obtained when using nominal representation of data for kernel degree 6 (93.22%);
- the best results for Gaussian kernel were obtained using Connell Smart representation for the value of constant C= 2.7 (92.29%);
- polynomial kernel usually has a smaller number of support vectors (29.78% for degree 6 for polynomial kernel versus 37.01% for C=2.7 for Gaussian kernel) and for this type of data we obtain better results with polynomial kernel;
- it can be observed that for polynomial kernel binary representation usually obtains better results for a small kernel degree in comparison with nominal representation that has good results for all kernel degrees.

Another important issue in classifying documents is the number of features that are used to represent the set of documents. A greater number of features selected can make the algorithm run slowly and the accuracy decreases. We can say that:

- by choosing a small number of features from the initial set, in our case less then 3% (41, 63, 427) the accuracy of learning is powerless;
• by choosing a value between 3% and 10% (2488) the accuracy has a spectacular improvement from 33.56% to 93.10% for polynomial kernel and from 30.91% to 92.08% for Gaussian kernel;

• by choosing a number of features greater than 10% the accuracy has little improvement (only 0.5% better in few cases) or it usually decreases, but it certainly increases the time needed for processing the data.

I also compared my application with a frequently used application in the literature (LibSvm) and I obtained pretty good results especially when for LibSvm I specified from command line parameters to do the kernels identically for both application (92.59% for UseSvm and 90.94% for LibSvm for polynomial kernel). I notice that the power is in modeling the kernel. Thus running LibSvm with all command line parameters specified default the difference is great and the accuracy increases from 69.66% to 90.94% for polynomial kernel and from 70.65% to 88.07% for Gaussian kernel. These specific forms of the kernels allow in almost all cases maximum value of classification accuracy. This study about correlation between kernel coefficients (degree of kernel and bias) is not presented in this report.

In multiclass classification we notice that we have the same tendency as for binary classification. Usually for multiclass classification better results were obtained for a smaller value of kernel degree. For the polynomial kernel the best results were obtained for degree 2 (86.36%) and for Gaussian kernel for $C=1.4$ (84.71%). Better results for multiclass were also obtained for nominal representation and polynomial kernel and for Connell Smart representation and Gaussian kernel like in the binary classification. An interesting conclusion is that for multi-class classification the results are less powerful than the results obtained for binary classification although we expected to have better results.

Regarding the results obtained in clustering in comparison with classification the accuracy decreases considerably. The accuracy of clustering is influenced by the constant $C$ of the Gaussian kernel and the percentage of initially chosen data $\nu$. Even though the number of tests ran for clustering is smaller then the number of tests ran for we notice that the best results are obtained when we choose a smaller percent (6% of features) of the data and they decrease when we choose more data. The number of support vectors resulted after clustering training is a lot smaller than the number of support vectors resulted after classification training. The best parameters for the Gaussian kernel are $C=10$ and $\nu=0.01$ if we tuck into consideration the best results (69.63%) and the small numbers of support vectors (0.7%).

Because almost all available data are in fact unlabeled data, the tendency in the last years is to develop the clustering application rather than to develop the classification algorithm. For using the classification algorithm almost all data needs to be labeled by human effort consequently. By using classification the results are higher that the results obtained with clustering, as it can be seen in this report. An interesting onset was presented by [Xu02]. The authors use classification and clustering algorithms at the same time in order to use both labeled and unlabeled data and so substantially reduce the number of documents that need to be labeled by human.

In further experiments I will try to combine this two methods implemented thus I can use labeled and unlabeled data into a hybrid classification algorithm. An idea is to change the primal step from clustering, when we chose an initial value of data and initialize the Lagrange multipliers $\alpha_i$ into the classification step. In this step a small number of labeled data are presented to a classification algorithm to obtain the $\alpha_i$ coefficient that are used as initial values for clustering. Those coefficients are then used into a clustering algorithm using more unlabeled data.
A major issue that occurs in all classification and clustering algorithms is that they are reluctant to fitting in real spaces. For instance they have a problem when they have to deal with new documents for which none of the features are in the previous feature set (the product between the new features set and the previous feature set is the empty set). There definitely are methods of updating the algorithm. The newly obtained algorithm will somehow classify the documents by creating a merge between the feature sets. This problem occurs as the training set can not contain the roots of all existing words. Feature selection methods choose only interesting features. As we see in this report the algorithm obtains better results when using fewer features. Thus training on few features increases the number of documents that can not be then classified. As further development I will test on families of words and use as features only a representative of each family. By doing so the number of features will be significantly reduced and thus we can increase the number of files that can be classified further on. This method could increase the classification accuracy as it is used as a feature selection method. In order to achieve this we could use the [WordNet] database which contains the families of words for the English language.

In further experiments I plan to include more datasets, remove infrequent features and improve the existing methods of extracting features. Another problem for extracting features is the synonym problem and the polysemy problem that can reduce the size of the vector space. Maybe we could also find association rules between words and eliminate those words that occur together.
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