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Introduction 

Most real-world information can be found in text documents. These data are con-

sidered to have a semi-structured format because they contain little meta-

information about their structure. Modeling and implementation techniques for 

working with semi-structured data were constantly developed in recent years. 

Moreover, applications for information retrieval as methods for data indexing 

have been adapted to work with these unstructured documents. 

Traditional information retrieval techniques become inadequate for searching 

large collections of unstructured or semi-structured data. Usually, only a small 

fraction from the available documents is relevant to the user at a time. Without 

knowing what these large data collections contain it is difficult to formulate effec-

tive queries for analysis and retrieval of "interesting", relevant and useful results 

to the user [6]. 

Machine Learning offers two approaches on how a "machine can learn" text doc-

uments, using supervised learning techniques (classification) and unsupervised 

learning techniques (clustering). 

In our research we started from the premise to use purely computational methods 

to retrieve information from text documents. Although in some cases we tried to 

add a certain "amount of syntactic information" in various algorithms. 

The overall aim of our work is to improve the performance of classification and 

clustering for text documents, through advanced supervised and unsupervised 

learning techniques. 

To achieve this purpose we considered the following aspects:  

 develop some meta-classifiers and determine solutions to improve the accuracy 

of their classification;  

 improve the accuracy of classification for text documents developing hybrid 

meta-classifiers based on SVM, Bayes-type and Genetic Algorithms as selec-

tors and a neural network in the post classification phase;  
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 demonstrate the utility for the representation of documents based on suffix trees 

(STDM - Suffix Tree Document Model) in some clustering algorithms;  

 development and evaluation of new metrics to determine similarity between 

documents represented by the STDM model clustering algorithms;  

Our team belonging to the ACAPS Research Centre – 

 http://acaps.ulbsibiu.ro/index.php/en/ had two major research directions in the 

text mining field: clustering and classification of text documents. We have used in 

our experiments two different data sets. The first one was extracted from the Reu-

ters 2000 database. In this set after applying the preprocessing steps we have ob-

tained a training set with 4702 documents and a testing set with 2351 pre-labeled 

documents with 1309 features. The documents belong to 16 classes. This set was 

used with our developed classification algorithms. 

The second document set was extracted from RSS news feeds from the Reuters 

and BBC news agencies. The extracted documents were grouped in 7 subsets and 

used in clustering algorithms. These data were also pre-labeled for simplifying the 

evaluation process of the clustering. 

Main research approaches for text documents classification 

Given the fact that many new algorithms exploiting synergism of simple classifi-

cation algorithms which can lead to good results in the automatic classification of 

text documents, we proposed a meta-classifier based on 8 SVM classifiers [7] and 

one Bayesian classifier. The purpose of the meta-classifier was to choose a winner 

class for a given document or to choose a classifier which had to classify a given 

document. Thus we developed 3 major types of meta-classifiers: non-adaptive, 

adaptive and hybrid meta-classifiers. For the experiments we have used the Reu-

ters data set presented in the section above with 16 classes and 1309 features of 

the documents. 

Non-adaptive meta-classifiers 

In this section we present our developed non-adaptive meta-classifiers [1]. This 

meta-classifier contains 8 Support Vector Machine classifiers and one Naïve 

Bayes classifier. The output of each classifier is a vector with 16 scalars corre-

sponding to the confidence degree given by the classifier for each class. This type 

of meta-classifier must choose a class for a given text document. Using first the 

majority vote (MV) method didn’t bring acceptable results for the classification 

accuracy. We have observed that in some cases where the documents were mis-

classified the classes from the second position were the right ones. So we have de-

http://acaps.ulbsibiu.ro/index.php/en/
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cided to use all values returned by each classifier and sum all values generated by 

each simple classifier for each class separately. So we have obtained a vector with 

16 scalars corresponding to the confidence given by the classifiers for each class. 

The results of this simple meta-classifier are better than majority voting, but not 

significantly. 

Another original approach was trying different values to weight the values of each 

class of vectors generated by the classifiers. These vectors’ components were 

weighted, according to the order obtained by each class in the vector. The best ob-

tained result generates 301 documents incorrectly classified, representing an 

87.20% classification accuracy. This result was obtained when we have used a lin-

ear weighting step of "0.5". 

In another set of experiments we have used genetic algorithms to solve the "De-

sign Space Exploration" problem for finding the optimal weights that might be 

used in the meta-classifier presented above. This approach leads to a substantial 

improvement of classification accuracy. Thus, the accuracy of the meta-classifier 

with calculated weights have improved on average by 1.16% in the case of using 

"Roulette Wheel" selection of chromosomes, reaching an average of 88.36%. 

When we have used the Gauss Selection method for selecting the chromosomes 

from a population, the improvement was 1.17%, reaching 88.37% on average for 

the classification accuracy. The best result was obtained by this meta-classifier in 

an experiment using the Gauss selection method of chromosomes where the clas-

sification accuracy was 88.55% which is the best result for this type of meta-

classifiers. 

Adaptive meta-classifiers 

In this section we present our developed adaptive meta-classifiers [1]. This type of 

meta-classifier must adaptively choose a classifier for classifying a given text 

document. 

First we have used 8 SVM classifiers presented in [7]. For this meta-classifier we 

have computed the upper limit of the classification accuracy using non-adaptive 

aggregation methods which was 94.21%, because some documents from the test-

ing set couldn’t be classified correctly by any of the 8 included SVM classifiers. 

After including a special designed Bayesian classifier into the meta-classifier the 

upper limit raises to 98.63%. 

We have designed a meta-classifier to learn the input data and we are expecting 

that the number of correctly classified samples will be greater than the number of 

incorrectly classified input samples. So that our meta-classifier will learn only the 

input samples incorrectly classified. As a consequence the meta-classifier will 

contain for each classifier a self-queue where are stored all incorrectly classified 
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documents. Therefore, this meta-classifier contains 9 queues attached to the com-

ponent classifiers. 

Considering an input document (current sample) that needs to be classified, first 

we randomly chose one classifier. We compute the distance between the current 

sample and all samples that are in that self-queue of the selected classifier. If we 

obtain at least one distance smaller than a predefined threshold we renounce to use 

that selected classifier. In this case we randomly select another classifier. If there 

are cases when all component classifiers are rejected, however, we will choose 

that classifier with the greatest distance. 

After selecting the classifier we use it to classify the current sample. If that select-

ed classifier succeeds to correctly classify the current document, nothing is done. 

Otherwise, we will put the current document into the selected classifier’s queue. 

We did this because we want to prevent that this component to further classify this 

kind of documents. To see if the document is correctly or incorrectly classified we 

compare the proposed class with Reuters proposed class that we considered to be 

perfect. 

One document is written into the queue of misclassified documents only when the 

selected classifier proposes a different result than the result proposed by Reuters. 

We have used 2 metrics – Euclidean distance and cosine distance - for computing 

the distance between the documents. 

The results for the meta-classifiers using the selection based on Euclidean distance 

(SBED) and cosine-based selection (SBCOS) are summarized below. In case of 

using the SBED method the meta-classifier obtained 92.08% classification accura-

cy. In case of using the SBCOS method the classification accuracy reached only 

89.74%. 

We had performed the same experiments after introducing into the meta-classifier 

the Bayes classifier. The results of the classification accuracy for the meta-

classifier containing now 9 classifiers dropped for the SBED method to 90.38% 

and rose for the SBCOS method to 93.10%. 

Another improvement brought to this meta-classifier was in the way the selected 

classifier chooses the winner class. So we observed that in some cases when the 

chosen classifier didn’t classify correctly the given document, the class from the 

second position would have been the correct one. So we changed the method for 

the class selection in the case when all classifiers were rejected because they mis-

classified similar documents to the given one and forced the classifier to choose 

the class from the second position if it was very close to the class from the first 

position. This change improved the classification accuracy of the meta-classifier 

as follows: in case of using the SBED method the classification accuracy was 

93.32% and in case of using the SBCOS method, the classification accuracy was 

93.87%. 
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Hybrid meta-classifier 

The idea was to build a meta-classifier which uses 2 components: a non-adaptive 

considered as a pre-classification stage, and a new adaptive component based on a 

feed-forward neural network type, regarded as post-classification stage [8]. 

For our purposes we have implemented a neural network where we can choose the 

number of neurons contained in the hidden layer and choose the rate of learning. 

We have used a feed-forward network with back-propagation learning algorithm 

containing two levels of neurons units with sigmoidal activation function. As input 

we have a vector with 16 scalars resulting from summing all 9 output vectors from 

the classifiers and as output we have a vector with 16 binary values (1 for the win-

ner class). 

We have performed experiments using different sets for training and testing. We 

have used decreasing values for the learning coefficient, stopping at certain stages, 

reducing the rate of learning and then continue the learning. Only when the learn-

ing coefficient was reduced we have obtained a small value for the total error of 

training (average 0,017 per training example). Best results (99.40% classification 

accuracy) were obtained using a neural network with 192 neurons on the hidden 

layer. These experiments have proved that the inclusion of a neural network in the 

meta-classifier makes it more adaptable to the documents that need to be classi-

fied, managing to classify documents that other meta-classifiers failed to classify 

correctly. This new meta-classifier managed to exceed the maximum "theoretical" 

reachable limit of 98.63% because the neural network has learned even those ex-

amples which couldn’t be correctly classified by any of the 9 classifiers. 

Main research approaches for clustering of text documents 

Our focus in this approach for clustering text documents was the comparison of 

representation models for text documents and their efficiency in clustering algo-

rithms. We want to bring some “syntax of document” in the document representa-

tion which the classical vector space model (VSM) didn’t has. 

In our research we have analyzed the opportunity of using the Suffix Tree Docu-

ment Model (STDM) [5] for representation of text documents. This type of repre-

sentation is frequently used with the Suffix Tree Clustering Algorithm [2, 9]. We 

compared two representation models using two different well known clustering 

algorithms: the hierarchical clustering algorithm (HAC) [4] and the k-Medoids al-

gorithm [3]. We have chosen these two algorithms because they are from two dif-

ferent categories (hierarchical and partitional category) and both use a distance 

matrix. 
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In order to reduce the suffix tree size in our approach we build for the STDM rep-

resentation the suffix tree for any two documents from the document set and then 

we have computed the similarity / dissimilarity between those two documents. 

This method has the advantage that the resulting tree size is much smaller than the 

tree for the entire data set. However this method has the disadvantage to 

build 2/)1( nn  smaller trees, but the construction time required for such a small-

er tree is considerably reduced because the trees have few branches and then the 

search is much faster. Also we need to build and search only in one small tree at a 

time and therefore the required memory is much smaller, too. 

For this representation model we have proposed a new similarity metric called 

NEWST. 

For computing the dissimilarity between documents with the VSM model we have 

used three known metrics such as: Euclidean distance, Canberra distance and Jac-

card distance. 

After performing over 150 experiments in which we have compared the results ob-

tained with both representation models and both clustering algorithms we can say 

that the use of the STDM representation model improves the clustering results. 

Our proposed formula for computing the NEWST distance has the following ad-

vantages. First: If two documents have no common nodes then the distance be-

tween them depends on the number of words that are used to represent those two 

documents. If the documents are larger and do not even have common nodes, the 

distance between them will be closer to 1 but still different depending of the doc-

uments dimension. Compared with other metrics that always return the value 1 if 

the documents have no common nodes, this small difference helps us to determine 

the order in which documents will be merged based on the distance matrix. Thus 

the large documents will be merged last. The second advantage: If the documents 

have common nodes we have weighted the returned value with the number of 

words that are in the common nodes. So we can make the difference between doc-

uments that have small common parts and documents that have large common 

parts. This two advantages offer us the possibility to develop a more accurate clus-

tering. 

For example our new developed metric NEWST applied to the STDM model rep-

resentation for HAC clustering algorithm, obtained for our datasets an improving 

in clustering accuracy of 34.84% compared to the Jaccard metric used with the 

VSM representation. The average accuracy for the NEWST metric with the 

STDM model was 87.23%, compared with 52.39% obtained by the Jaccard metric 

using the VSM representation model. Also we have performed experiments for 

testing the influence of applying a stemming algorithm for the STDM model. In 

these experiments it was observed that for the HAC algorithm, applying the algo-

rithm to extract the roots of words did not modify the clustering results for the 

STDM representation model. 



7 

To verify the proposed metric NEWST we have repeated the same tests with the 

k-Medoids algorithm. Our metric NEWST obtained a 5.04% improvement com-

pared to the best results obtained by a metric (Jaccard metric) applied to the VSM 

model. The average accuracy for NEWST using the k-Medoids was 84.20% and 

for the Jaccard metric with VSM model was 79.16%. Using the stemming algo-

rithm led to an improvement of the results for all metrics used. 

Conclusions and further developments 

In our paper we have presented some of our research results focused on classifica-

tion and clustering for text documents. The solutions we have proposed were ben-

eficial for improving the classification and clustering results. 

As further work it will be interesting to use several classifiers combining the non-

adaptive methods with the adaptive ones, to improve the results without signifi-

cantly increasing the working time. 

In future experiments we will seek to combine classification methods with cluster-

ing methods in order to use labeled and unlabeled documents in a hybrid classifi-

cation algorithm. The idea is to use a small set of labeled data, to guide the cluster-

ing algorithm which is trained using a large set of unlabeled data. 

Another idea is to change the representation of STDM for clustering algorithms, in 

order to represent some semantic information contained in the text, which current-

ly is only “present” by keeping order of words in the sentence (phrase). 

A major problem that occurs in all clustering and classification algorithms is that 

they become difficult to use in real situations. For example, clustering algorithms 

tend to form large clusters over others, which may contain very few documents. 

This problem occurs because the documents in the same class have some common 

words and then many documents are grouped together, because each contains 

some common words that appear in that category. 

The classical approach does not consider synonyms as common words. Purely 

computational approaches to this problem will not lead to dramatic improvements. 

As a further development, to test the opportunity of representing the meanings of 

words in documents we intend to use disambiguation algorithms (Word Sense 

Disambiguation), possibly with the disambiguation algorithms and WordNet 

meanings of words, and introducing them into the STDM model. 

Also we intend to realize a parallelization of the proposed hybrid meta-classifier 

so that the computing time significantly reduces (in the ACAPS research laborato-

ry at the ULB Sibiu we have the High Performance Computing facilities that ena-

ble the successful implementation of these ideas – see: 

http://acaps.ulbsibiu.ro/index.php/en/). 

http://acaps.ulbsibiu.ro/index.php/en/
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